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We consider a periodic-review, single-stage inventory system with multiple demand classes and a fixed

replenishment leadtime. Inventory expediting is allowed to alleviate demand-supply mismatches. Priority

demands are commonly used in practice to provide differentiated services for customers, and inventory

expediting is an effective strategy to improve the service levels of high-priority demands. However, it is

challenging to coordinate the inventory ordering, expediting and allocation decisions in supply chains. We

partially characterize the structure of the optimal policy. We also derive various monotone properties of the

optimal policy with limited sensitivities. Moreover, we show that a state-dependent rationing level policy is

optimal for inventory allocation and the optimal rationing levels are in fact independent of the backorder

quantity of each demand class. We also show when some simple policies are indeed optimal. Numerically, we

illustrate the optimal policy and investigate the performances of three proposed simple heuristics. Finally,

we extend the results to more general systems, such as serial systems, systems with convex backordering

costs, etc.
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1. Introduction

In practice, customers are usually classified into different priorities based on their respective deliv-

ery time requirements, contractual relationships, profit margins, etc. For example, customers with

*Lina Bao is the corresponding author.
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earlier fulfillment requirements would be naturally assigned with a higher priority; customers with

long-term supply contracts usually receive a higher priority from their supplier over regular cus-

tomers. Even if a firm offers the same price for different customers, the transportation costs may

vary for different segments of customers, which results in different profit margins.

Facing customers with different priorities, firms can segment customers into different demand

classes with different backordering costs to provide differentiated services (Arslan et al. 2007). To

manage the fulfillments of multiple demand classes, inventory rationing is widely adopted: There

is a rationing level for each demand class such that, when the inventory level is at or below that

level, it is optimal not to fulfill demand of the corresponding class and reserve inventory for future

demands with higher priorities. Inventory rationing is an increasingly important strategy used for

matching costly supply with uncertain demands when customers have different service priorities

(Deshpande et al. 2003).

To reduce the backordering costs, especially for high-priority customers, firms may resort to

inventory expediting from multiple locations in their supply chains (Kim et al. 2015), i.e., expediting

the delivery of partial or complete orders through either overtime work or premium delivery such

as air freight. Inventory expediting is also commonly adopted to reduce supply chain costs for the

equipment manufacturers and the service parts industry. Özsen and Thonemann (2015) indicate

that, in a recent survey, inventory managers from 28 companies respond that they expedite orders

to avoid backorders among 32 surveyed companies in the European divisions of manufacturing

companies.

Our research is partially motivated by a consulting project for a cross-border e-commerce firm

in China, where priority demands, inventory allocation and expediting are integrally implemented.

The firm specializes in selling imported goods, e.g., foods and wines, from a global supplier in

Australia. On its online platform, different customers may have different delivery time requirements.

For example, they can choose one-day delivery or three-day delivery. To reduce transportation

costs, the firm has a central warehouse in a free-trade zone to lower import tax and several local

warehouses in different locations. The local warehouses replenish inventory from the warehouse in

the free-trade zone and in turn it replenishes inventory from the global supplier by sea freight.

When the inventory of a local warehouse is low, the firm may resort to air freight to expedite

inventory from the central warehouse or even the global supplier directly in order to maintain high

service levels. The challenge of the firm is to decide the ordering quantities from the global supplier

and the inventory allocation and expediting strategies in order to minimize the total supply chain

cost.

This article is protected by copyright. All rights reserved. 
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Partially motivated by the consulting project, we investigate the coordination of inventory order-

ing, expediting and allocation decisions to minimize the total cost of a supply chain with multiple

demand classes, inventory expediting and a fixed replenishment leadtime. We assume a linear

replenishment cost and there is no limit on the ordering quantity in each period. Demands in

different periods are independent and unfulfilled demands are fully backlogged. Leftover inventory

is carried over to the next period. Demand classes are differentiated by their respective unit back-

ordering costs. We assume that the firm can expedite inventory from any leadtime position of the

supply chain. The supply chain without inventory expediting is a special case of our model.

Notice that the interactions among the inventory ordering, expediting and allocation are complex,

especially in the presence of a fixed replenishment leadtime. With a fixed leadtime, the optimal

policy may depend on the whole pipeline inventories as, in addition to the on-hand inventory,

the demands in each period can be fulfilled by the pipeline inventories through expediting. Our

objective is three-fold: (1) to provide the characterization of the structure of the optimal policy

for inventory ordering, expediting and allocation; (2) to understand how backordering, expediting

and holding costs affect the optimal policy; (3) to identify when a simple policy can be optimal,

which provides useful benchmarks on designing effective heuristics.

The main results of this paper are summarized as follows. First, under a convex expediting cost

structure, we show that it is optimal to sequentially fulfill demands with higher unit backordering

costs first and expedite inventory from lower leadtime positions first. Second, through a novel

transformation of state variables, we show the L♮-convexity of the value functions based on a new

preservation property. The L♮-convexity can be used to design effective approximation algorithms

(Chen et al. 2014).

Based on the above two results, we then partially characterize the structure of the optimal policy

for inventory ordering, expediting and allocation. Specifically, the optimal ordering policy is a state-

dependent base stock policy, where the base stock level in each period depends on the backorder

quantities of different demand classes and the inventory levels of different leadtime positions. The

optimal expediting policy can be described by a state-dependent threshold policy: There exists a

state-dependent threshold for each leadtime position; if the on-hand inventory level is below the

threshold, it is optimal to expedite inventory up to that threshold; otherwise it is optimal not to

expedite from that leadtime position. The optimal allocation policy can be described by a state-

dependent rationing level policy: There exists a state-dependent rationing level for each demand

class; if the backorder quantity is above the threshold, it is optimal to fulfill the demand and reduce

the backorder quantity to that threshold.

This article is protected by copyright. All rights reserved. 
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We also obtain a series of monotone properties of the optimal policy. These monotone properties

not only facilitate the computation of the optimal policy but also enhance our understandings on

how to manage such a supply chain. More interestingly, based on these monotone properties, we

show that the optimal rationing levels are independent of backorder quantities of different demand

classes. In other words, we can ignore the demand state in obtaining the optimal rationing levels,

which significantly reduces the computational time. This result can be viewed as a non-trivial

extension on the optimality of a state-independent rationing level policy in Topkis (1968), where no

replenishment is allowed during the planning horizon, to the inventory systems with replenishments

and fixed leadtimes. In fact, our result also implies that, with zero replenishment leadtime, a

state-independent rationing level policy is optimal in the presence of replenishments.

Moreover, we provide conditions under which simple state-independent policies turn out to be

optimal. These simple policies may be used as heuristics even if the optimality conditions are

violated. Inspired by the above results, we also propose three simple heuristics and numerically

investigate the performance gaps of the three heuristics against the optimal policy. The numerical

studies reveal the value of inventory expediting and the importance of managing inventory expe-

diting appropriately. The studies also show that, under many scenarios, the heuristics are effective.

Finally, in Appendix B, we show that the main results of the basic model are robust to systems

with convex backordering costs, Markov modulated demands, fixed ordering intervals, stochastic

sequential leadtimes, and multiple stages.

The remainder of this paper is organized as follows. In Section 2, we review the related literature.

In Section 3, we describe our model and formulation. The structural results of the optimal policy

are presented in Section 4. In Section 5, we consider several special cases under which some simple

policies are indeed optimal. We then numerically illustrate the optimal policy and investigate the

performances of three proposed heuristics in Section 6. Finally, we provide some concluding remarks

in Section 7. All the proofs are relegated in Appendix A (noting that some intuitive derivations

may be omitted in the proof).

2. Related Literature

Our paper is related to two streams of literature, one dealing with inventory rationing with multiple

customer classes and the other with inventory expediting. The concept of inventory rationing is

first introduced by Veinott (1965) who proposes a state-independent critical level policy to allocate

the on-hand inventory to different demand classes. He also analyzes under what circumstance a

myopic ordering policy is optimal. However, the myopic policy in general is not optimal under

This article is protected by copyright. All rights reserved. 
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his setting. Topkis (1968) shows the optimality of a state-independent rationing level policy when

there is no replenishment during the planning horizon. Evans (1968) and Kaplan (1969) derive

the same results as in Topkis (1968) for two demand classes under the lost-sales setting and the

backordering setting, respectively. These early works focus on the structure of optimal policies

for systems with multiple demand classes but no replenishment during the planning horizon. The

applicability of these results is rather limited due to no replenishment. In contrast, we consider a

periodic-review inventory system with multiple demand classes and a fixed replenishment leadtime.

With replenishments during the planning horizon, the state-independent rationing level policy and

the simple base stock policy may no longer be optimal as in general the optimal ordering policy

depends on the pipeline inventories and demand state.

More recently, there has been some work on systems with multiple demand classes and fixed setup

costs. Frank et al. (2003) consider a system with two demand classes, stochastic and deterministic.

Stochastic demand is lost if not satisfied immediately and deterministic demand must be fulfilled

upon arrival. They show the optimality of a state-dependent (s,S) ordering policy and propose a

simple heuristic. Chen et al. (2010) derive similar results for a system with two classes of stochastic

demands under the backordering setting. They also partially depict the structural properties of

rationing based on the subconvexity of cost functions. Zhou and Zhao (2010) consider that a part

of demand classes follows the lost-sales setting while the others follow the backordering setting.

They indicate that a partially state-dependent (s,S) policy for the ordering decisions and a state-

dependent priority policy for the allocation decisions are optimal. Different from this stream of

literature, we do not incorporate the fixed setup costs but consider a fixed replenishment leadtime

and inventory expediting.

For continuous-review systems, there is a stream of literature focusing on the analysis of optimal

policies for make-to-stock production systems. Ha (1997a) considers inventory rationing in an

M/M/1 make-to-stock queue with multiple demand classes and lost sales. He shows that a lot-for-

lot policy for production and a stationary critical level policy for rationing are optimal. Ha (1997b)

derives similar results for a system with two demand classes under the backordering setting. The

backordering model is then extended by de Véricourt et al. (2000, 2002) to multiple demand classes.

Gayon et al. (2009) use advance demand information in the context of a production-inventory

system with multiple demand classes and show the structures of the optimal production policy

and the optimal rationing policy. Our work differentiates from this stream of literature in the sense

that we consider the model under the periodic-review setting with inventory expediting and a fixed

replenishment leadtime.

This article is protected by copyright. All rights reserved. 
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Due to the difficulty of applying state-dependent optimal policies in practice, a stream of litera-

ture focuses on developing heuristics and evaluating their performances. Cohen et al. (1988) con-

sider an (s,S) policy and propose effective approximations for an inventory system with two demand

classes under the lost-sales setting. Möllering and Thonemann (2008) investigate an inventory

system with two demand classes under the backordering setting and assume a state-independent

rationing level policy. They develop an approach to evaluate the optimal rationing levels. The

above studies consider the periodic-review setting and there are some other studies focusing on

the continuous-review setting. Nahmias and Demmy (1981) consider a two-class system with at

most one outstanding order at any time. They analyze the system based on a (Q,R) inventory

replenishment policy and a fixed rationing level policy. Dekker et al. (1998) analyze a special case

with Q= 1 and Deshpande et al. (2003) generalize the results to the system without the restriction

on the number of outstanding orders. Deshpande and Cohen (2005) then extend the model in

Deshpande et al. (2003) to multiple demand classes under a threshold clearing policy for the back-

orders. Fadıloğlu and Bulut (2005) analyze the same setting as in Deshpande et al. (2003) by using

an embedded Markov chain approach and a one-for-one inventory replenishment policy. Arslan et

al. (2007) consider essentially the same threshold clearing policy as Deshpande et al. (2003). They

assume a continuous-review (Q,R) replenishment policy and a critical level policy for inventory

rationing among multiple demand classes. All the above studies consider the backordering setting.

In a (Q,R) system with lost sales, Melchiors et al. (2000) develop an approach to evaluate the

inventory policy exactly by using a constant rationing level policy. Our study, however, mainly

focuses on analyzing the structure of the optimal policy though we also numerically investigate the

performances of some heuristics.

On the other hand, inventory expediting has been widely observed in practice and proven to

be an effective strategy to reduce supply chain costs. As indicated by Mamani and Moinzadeh

(2014), expedited orders are different from emergency orders in the sense that the former effectively

change the leadtime for an in-transit order. We thus focus on reviewing the literature of inventory

expediting below. For the literature on emergency orders, one may refer to, e.g., Moinzadeh and

Nahmias (1988) and Moinzadeh and Schmidt (1991). Our paper is closely related to the literature on

periodic-review inventory models with expediting. Lawson and Porteus (2000) are among the first to

consider a serial multi-echelon system that allows expediting between two consecutive echelons. By

assuming linear expediting costs, they show that a top-down echelon base stock policy is optimal.

Muharremoğlu and Tsitsiklis (2003) analyze the optimal ordering policy under a similar model of

Lawson and Porteus (2000) by allowing a more general expediting structure. Huggins and Olsen

This article is protected by copyright. All rights reserved. 
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(2003) describe the optimal policy for a two-echelon system where orders can be expedited from

upstream and from an outside supplier directly. For continuous-review inventory systems, Kouvelis

and Tang (2012) examine the use of an expediting service in dealing with a stochastic leadtime and

deterministic demands. They characterize the optimal expediting policy and explore the impact

of the expediting option on the replenishment order. Mamani and Moinzadeh (2014) assume that

in-transit orders are shipped through multiple intermediate stages and can be expedited from any

stage to the destination. They propose an expediting policy and focus on the effects of shipment

network design, such as expediting hub number and location, on the performance of the retailer or

the supply chain. With the same expediting structure as in Lawson and Porteus (2000), Angelus

and Özer (2016) consider the expediting of stock in an assembly system and analyze its optimal

policy. Our work differentiates from the above studies in the sense that we can expedite inventory

from any upstream stages directly to the most downstream stage and we deal with multiple demand

classes. We characterize the optimal policy for a joint inventory ordering, allocation and expediting

decision.

In particular, different from the assumption of expediting between two consecutive echelons

in Lawson and Porteus (2000) and Muharremoğlu and Tsitsiklis (2003), Kim et al. (2015) allow

outstanding orders to be expedited from the outside supplier or any intermediate stage to the most

downstream stage directly and derive an optimal expediting level policy for sequential systems. The

expediting structure in Kim et al. (2015) is similar to ours. However, they consider a system with

a single demand class while we consider a system with multiple demand classes. Under our setting,

we have to consider the interactions among inventory ordering, allocation and expediting. There

are also some related studies focusing on effective heuristics. For example, Özsen and Thonemann

(2015) propose a threshold expediting policy and then determine the optimal parameters for the

simplified model where only variable expediting costs are considered. Tao et al. (2017) examine

a two-replenishment-mode model, namely regular mode and expediting mode. They propose an

innovative ordering policy (S, e) where S is the order-up-to level and expediting happens when the

inventory level drops to or below a certain level e.

Although there is an extensive literature on inventory systems with multiple demand classes

and inventory systems with inventory expediting, the two features — multiple demand classes and

inventory expediting — are usually considered separately. We are among the first to analyze the

inventory system with multiple demand classes and inventory expediting simultaneously.

To analyze our problem, we use the L♮-convexity, which is developed by Murota (2003, 2005) and

Zipkin (2008). The L♮-convexity has been widely applied for structural analysis in inventory models

This article is protected by copyright. All rights reserved. 
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as it implies strong convexity and submodularity. Related studies include Lu and Song (2005) for

assemble-to-order systems, Zipkin (2008) for lost-sales models, Huh and Janakiraman (2010) for a

serial lost-sales model, and Pang et al. (2012) for a joint inventory-pricing control problem with

a fixed leadtime. In particular, Lu and Song (2005) show the L♮-convexity in the original state

variables, whereas Zipkin (2008) and Pang et al. (2012) show it in the transformed state variables

(i.e., different transformations of the inventory level and outstanding orders). Huh and Janakiraman

(2010) use bi-echelon inventories to show the L♮-convexity. Moreover, Gong and Chao (2013) adopt

the L♮-convexity to analyze inventory systems with remanufacturing; Chen et al. (2014) apply the

L♮-convexity to characterize the optimal pricing and ordering policy for perishable products; Li and

Yu (2014) show that the L♮-convexity can be transformed into multimodularity, and apply it in

several inventory problems, including perishable inventory with clearance. In this study, we utilize a

novel transformation for the state variables of inventory systems with multiple demand classes and

expediting. We show that L♮-convexity is preserved under a special minimization operator. Then,

based on the L♮-convexity, we find that the optimal rationing levels are independent of backorders.

3. Model and Formulation

We consider a single-product, single-stage and periodic-review inventory system with multiple

demand classes and a fixed replenishment leadtime l under a finite planning horizon with T periods.

The system replenishes from an outside supplier with ample stock. Hence, there is no limit on how

much we can order in each period. We allow expediting in-transit inventory from any leadtime

positions. The quantity of inventory that can be expedited from any leadtime position is limited

by its local inventory.

There are n+ 1 demand classes indexed by 0, · · · , n, which are segmented by their respective

unit backordering costs. In each period t, t = 1, · · · , T + l, the demand of each class is random

and nonnegative, denoted by Dj,t for j = 0, · · · , n. Demands in the same period can be correlated

but demands across different periods are independent and identically distributed (note that the

identical distribution is assumed for the ease of presentation; our results are robust when demand

distributions are non-identical across different periods). For example, the demands in the same

period can result from endogenous customer choices while demands in different periods correspond

to different “generations” of customers. Unfulfilled demands are fully backlogged and leftover inven-

tory is carried over to the next period. There are a unit holding cost h for leftover inventory, a unit

ordering cost c and a unit backordering cost bj for backorders of class j, j = 0, · · · , n. Without loss

of generality, we assume that b0 > b1 > · · ·> bn, i.e., class j demand has a higher unit backordering

This article is protected by copyright. All rights reserved. 
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cost over class j + 1 demand for any j ∈ {0, · · · , n− 1}. If the on-hand inventory is not sufficient

to fulfill demands, we can expedite inventory from any leadtime positions 1, · · · , l directly to the

most downstream stage (which is referred to as leadtime position 0) with a unit expediting cost

si, i= 1, · · · , l. We assume that the difference between the unit expediting costs of two adjacent

leadtime positions is nondecreasing to ensure the optimality of the sequential expediting property.

Assumption 1 (Convex Expediting Cost Structure). The unit expediting costs satisfy the

following property: si+1 − si ≥ si − si−1 ≥ 0 for i= 1, · · · , l− 1 (s0 ≡ 0).

This assumption has also been adopted by Kim et al. (2015) for the same purpose. Essentially, we

require that the unit expediting cost is increasingly convex in leadtime position. It is reasonable

in the following practical situations: In manufacturing, overtime may be sufficient if we expedite

from a lower leadtime position with semi-manufactures. However, if we expedite from a higher

leadtime position with raw materials, more efforts and coordination are required to transform the

raw materials to the end product. In transportation, we can choose low-cost transportation modes

like highway and railway if we expedite from a lower leadtime position, e.g., a local warehouse,

while we may resort to the high-cost air freight if we expedite from a higher leadtime position, e.g.,

a global manufacturing facility. Finally, we allow a discount factor β ∈ (0,1].

Remark 1. (1) Our model generalizes the following special cases: If inventory expediting is

allowed or effective only at lower leadtime positions 1, · · · , k, then sk+1, · · · , sl are sufficiently large

so that no expediting would be implemented; if expediting is not allowed in the whole system, then

s1, · · · , sl are sufficiently large and the problem reduces to the standard inventory problem with

multiple demand classes. (2) Our results are robust to the expediting from an outside supplier with

a unit cost sl+1 as long as sl+1 − sl ≥ sl − sl−1 ≥ 0 in addition to Assumption 1.

The sequence of events in each period is as follows: (1) At the beginning of each period, the

order due in this period arrives; (2) An order is placed before demand realization; (3) Demands

realize and the system manager makes the expediting and allocation decisions based on the system

state (including the backorder quantity of each class and the inventory levels of different leadtime

positions); (4) Finally, all costs are charged at the end of the period.

In each period t (t = 1, · · ·T + l), the system manager makes an ordering decision first before

demand realization and then makes inventory expediting and allocation decisions to minimize the

expected cost (including ordering, expediting, backordering and holding costs) from the period

and onward. For the expediting decision, the system manager decides where to expedite from and

how much to expedite. For the inventory allocation problem, the primary issue is how to allocate

This article is protected by copyright. All rights reserved. 
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on-hand inventory to fulfill backorders of different demand classes. Alternatively, the inventory

allocation problem can be equivalently stated as an inventory rationing problem, i.e., the primary

issue is to trade off fulfilling lower-priority demands now versus reserving the inventory for higher-

priority demands in the future. In the sequel, we use the terms inventory allocation policy and

inventory rationing policy interchangeably.

For the ease of understanding, we provide the list of notations used in this paper below. For

i= 0, · · · , l and j = 0, · · · , n, we define

bj=unit backordering cost of demand class j;

si=unit expediting cost from leadtime position i to leadtime position 0;

h=unit holding cost;

c=unit ordering cost;

Dj,t= amount of class j demand realized in period t;

wj,t=backorder quantity of demand class j at the beginning of period t;

zj,t = −
∑n

k=j wk,t=negatively aggregated backorder quantity from class j to class n;

x0,t=amount of on-hand inventory at the beginning of period t;

xi,t = qt−l+i=amount of the order placed in period t− l+ i, i≥ 1;

aj,t=amount of inventory allocated to demand class j in period t;

oi,t=amount of expedited inventory from leadtime position i in period t;

vi,t =
∑i

k=0 xk,t + z0,t=amount of net inventory level at leadtime position i at the beginning of

period t.

We may drop the subscript t of the variables for convenience. We also use the notions [φ]+ =

max{φ,0}, φ ∨ ζ = max{φ, ζ}, φ ∧ ζ = min{φ, ζ}, ζ ∨ Φ = (ζ ∨ φ1, · · · , ζ ∨ φn) for Φ = (φ1, · · · , φn)

and assume
∑j

k=i ζ = 0 for any variable ζ when i > j.

Let w = (w0, · · · ,wn), x = (x0, · · · , xl−1), D = (D0, · · · ,Dn), x̄ = (x0, x1, · · · , xl), a = (a0, · · · , an),

o = (o1, · · · , ol), and w̄ = w + D. Let ft(w,x) be the optimal cost of the system from period t

and onward. In each period, the system manager first makes the ordering decision and then, upon

demand realization, makes the expediting and allocation decisions. For notational simplicity, let xl

be the ordering quantity in each period. Then, the dynamic recursion is given as follows:

ft(w,x) = min
xl≥0

E[cq+ gt(w +D,x, xl)], (1)

and gt(w +D,x, xl) = gt(w̄, x̄) with

gt(w̄, x̄) = min
a,o∈A(w̄,x̄)

[
n∑

j=0

bj(wj +Dj − aj) +h

(
x0 +

l∑

i=1

oi −
n∑

j=0

aj

)
+

l∑

i=1

sioi +βft+1

(
w̄ −a,
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x0 +x1 −
n∑

j=0

aj +
l∑

i=2

oi, x2 − o2, · · · , xl − ol

)]
, (2)

where

A(w̄, x̄) =

{
a,o : 0 ≤ aj ≤wj +Dj, j = 0, · · · , n;

n∑

j=0

aj ≤ x0 +
l∑

k=1

ok, 0 ≤ oi ≤ xi, i= 1, · · · , l

}
.

The feasible region A(w̄, x̄) indicates that the total allocation quantity cannot exceed the on-

hand inventory after expediting, the allocation to each demand class cannot exceed its backorder

quantity, and the expediting quantity from leadtime position i cannot exceed its inventory level

xi. In the terminal period T + l+1, fT+l+1(w,x) ≡ 0 for any (w,x) as we assume that there is no

salvage value for leftover inventory after T + l. Note that, the decisions in equation (2) are made

after the demand realization. However, the formulas in equations (1) and (2) are too complex to

be analyzed as they involve many state and decision variables.

4. Structural Analysis

In this section, we first present a preliminary result on the L♮-convexity to facilitate the structural

analysis and then show the structure of the optimal policy for inventory ordering, expediting and

allocation of our problem.

4.1. Preliminary Result

Let e be the unit vector with all the elements being 1, ei be the unit vector with the i-th element

being 1 and all the others being 0, and V ⊆ R
n be a polyhedron that forms a sublattice. Following

Murota (2000, 2003) and Zipkin (2008), we say that a function f : V → R is L♮-convex if the function

ψ(y, η) = f(y − ηe) is submodular on {(y, η)|y ∈ V,η ∈ R,y − ηe ∈ V }. Note that the L♮-convexity

implies ordinary convexity, submodularity and diagonal dominance, which in turn imply strong

convexity (see Zipkin 2008 for more details). We shall utilize this property in the following analysis.

Below, we show that the L♮-convexity can be preserved under a special minimization operator.

This property is useful to analyze the inventory expediting and allocation policy in our problem.

Lemma 1. Consider a vector x = (x1, · · · , xn+m) such that 0 ≡ x0 ≥ x1 ≥ · · · ≥ xn ≤ xn+1 ≤ · · · ≤

xn+m. Suppose that f(x) is L♮-convex and for the constants γk, k = 1, · · · , n+m,

f̃(x) = f(x) +
n+m∑

k=1

γkxk

is nondecreasing in x1, · · · , xn−1 and xn+1, · · · , xn+m−1. Also, define

Hij(x) = min
(yi,tn+j)∈Bij

[f̃(x1, · · · , xi−1,

n−i+1︷ ︸︸ ︷
yi, · · · , yi,

j−1︷ ︸︸ ︷
tn+j , · · · , tn+j, xn+j , · · · , xn+m) + ζttn+j + ζyyi],
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where the feasible region of (yi, tn+j) is Bij = {yi, tn+j|xi ≤ yi ≤ min{xi−1, tn+j}, xn+j−1 ≤ tn+j ≤

xn+j} and ζt, ζy are constants. Then, the function g(x) = mini=1,··· ,n,
j=1,··· ,m

Hij(x) is also L♮-convex.

Lemma 1 can be viewed as one of our technical contributions. It can be potentially used in, e.g.,

dynamic matching problems.

4.2. Analysis and Results

We first show that under the optimal policy, there exist the sequential properties for the inventory

allocation and expediting as follows.

Lemma 2. Under the optimal policy, in each period t= 1, · · · , T + l,

(1) Class k demand is fulfilled only if there is no unfulfilled demand of class j for all 0 ≤ j <

k≤ n, i.e., it is optimal to fulfill higher-priority demands first.

(2) It is optimal to fulfill demands with on-hand inventory first. If expediting is necessary, inven-

tory can be expedited from leadtime position i, i∈ {1, · · · , l}, only if there is no inventory at leadtime

positions 0, · · · , i− 1, i.e., it is optimal to expedite inventory from lower leadtime positions first.

Lemma 2 directly implies the following corollary.

Corollary 1. Under the optimal policy, for any state (w̄, x̄), if aj > 0, then we must have

ak =wk +Dk for all k= 0, · · · , j−1, i.e., it is optimal to fulfill all the demands of classes 0, · · · , j−1

before we fulfill class j demand in each period. Similarly, under the optimal policy, if oi > 0, then

we must have ok = xk for all k = 1, · · · , i− 1.

Based on the sequential properties in Lemma 2, we adopt the following state transformation to

investigate the structure of the optimal policy:

zj = −
n∑

k=j

wk, j = 0, · · · , n, (3)

vi = z0 +
i∑

k=0

xk, i= 0, · · · , l− 1. (4)

Clearly, we have 0 ≥ zn ≥ zn−1 ≥ · · · ≥ z0 ≤ v0 ≤ v1 ≤ · · · ≤ vl−1. Note that zj is the negatively

aggregated backorder quantity of classes j, · · · , n, and vi is the (net) inventory level at leadtime

position i. We define zj’s so that, based on Lemma 2, under the optimal policy we sequentially

change the variables z0, · · · , zn (see equation (9)). This state transformation is critical to show the

L♮-convexity of the value functions. Moreover, as we shall show in Section 5, this state transfor-

mation can lead to the decomposition of value functions for some special cases. For the ease of

exposition, let z = (zn, · · · , z0), v = (v0, · · · , vl−1) and zn+1 ≡ 0.
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Suppose that the order-up-to level is vl, then after demand realization the state transits to

z̄ = (z̄n, · · · , z̄0) and v̄ = (v̄0, · · · , v̄l−1, v̄l) such that

z̄j =zj −
n∑

k=j

Dk, j = 0, · · · , n,

v̄i =vi −
n∑

k=0

Dk, i= 0, · · · , l,

before inventory expediting and allocation. Furthermore, suppose that the expediting policy is

o and the allocation policy is a. Then, at the beginning of the next period, the system state is

z+ = (zn+, · · · , z0+) and v+ = (v0+, · · · , v(l−1)+) such that

zj+ =z̄j +
n∑

k=j

ak, j = 0, · · · , n, (5)

v(i−1)+ =v̄i +
l∑

k=i+1

ok, i= 1, · · · , l. (6)

Under the transformed state, the variables v0, · · · , vl−1 are independent of the allocation policy while

the variables z0, · · · , zn are independent of the expediting policy. This property of the transformed

state facilitates our analysis in the sense that we can investigate the inventory expediting and

allocation decisions separately based on two different sets of variables.

Define the cost parameters as follows:






ŝi = si − si+1, i= 0, · · · , l− 1,

b̂j = bj−1 − bj , j = 1, · · · , n,

b̂0 = −b0.

Then, the dynamic recursion of our problem under the transformed state is given as

f̄t(z,v) = min
vl≥vl−1

E

[
c(vl − vl−1) + ḡt

(
zn −Dn, · · · , z0 −

n∑

k=0

Dk, (v, vl) −
n∑

k=0

Dke

)]
, (7)

and ḡt (zn −Dn, · · · , z0 −
∑n

k=0Dk, (v, vl) −
∑n

k=0Dke) = ḡt(z̄, v̄) with

ḡt(z̄, v̄) = min
i=1,··· ,l, j=0,··· ,n

Fij,t(z̄, v̄), (8)

where for i= 1, · · · , l and j = 0, · · · , n

Fij,t(z̄, v̄) = min
z̄j≤yj≤min{z̄j+1,ti},v̄i−1≤ti≤v̄i

[
i−1∑

k=0

ŝkv̄k + siti +
n∑

k=j+1

b̂kz̄k − bjyj +h(ti − yj) (9)

+βf̄t+1(z̄n, · · · , z̄j+1,

j+1︷ ︸︸ ︷
yj, · · · , yj,

i−1︷ ︸︸ ︷
ti, · · · , ti, v̄i, · · · , v̄l−1, v̄l)



 .
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In equation (9), yj is the negatively aggregated backorder quantity of classes j, · · · , n, and ti is the

(net) inventory level at leadtime position i after inventory expediting and allocation. The condition

yj ≤ ti is required as, given we expedite up to leadtime position i and we fulfill demand up to class

j, the total quantity of inventory that can be used to fulfill demands is bounded by the quantity

of on-hand inventory plus the quantity of expedited inventory. Note that, if z̄j > ti, then z̄j ≤ y ≤

min{z̄j+1, ti} is infeasible and in this case we define Fij,t(z̄, v̄) ≡ ∞. Finally, f̄T+l+1(z,v) ≡ 0 for

any (z,v).

The optimal values of i and j in equation (8) indicate the highest leadtime position to be

expedited from and the highest index of demand class to be fulfilled, respectively. Based on the

optimal values of i and j, we then obtain the optimal expediting quantity and the optimal allocation

quantity through equation (9). Note that, according to Corollary 1, once we decide to expedite from

leadtime position i, we must have expedited all inventory at lower leadtime positions; similarly, if

we decide to fulfill class j demand, we must have fulfilled all the demands of classes 0, · · · , j − 1.

This fact leads to the expression of Fij,t in equation (9).

Let Φ = (bn−1 − bn, · · · , b0 − b1,0) and Θ = (s2 − s1, · · · , sl − sl−1,0). We show in the following

lemma the equivalence between the dynamic recursions in equations (7)-(8) and those in equations

(1)-(2).

Lemma 3. For t= 1, · · · , T + l, f̄t(z,v) is the optimal cost from period t and onward given the

state (z,v) with the dynamic recursions in equations (7)-(8); moreover, f̄t(z,v) + Φ′

β
z is nonde-

creasing in z1, · · · , zn, and f̄t(z,v) + Θ′

β
v is nondecreasing in v0, · · · , vl−2.

We derive the monotonicity of f̄t(z,v) in Lemma 3 based on the sequential properties in Lemma

2.

Now define

(Yij,t(z̄, v̄),Rij,t(z̄, v̄)) =min argmin
z̄j≤yj≤min{z̄j+1,ti},v̄i−1≤ti≤v̄i

[
i−1∑

k=0

ŝkv̄k + siti +
n∑

k=j+1

b̂kz̄k − bjyj (10)

+h(ti − yj) +βf̄t+1(z̄n, · · · , z̄j+1,

j+1︷ ︸︸ ︷
yj, · · · , yj,

i−1︷ ︸︸ ︷
ti, · · · , ti, v̄i, · · · , v̄l−1, v̄l)





and

(i∗t (z̄, v̄), j∗
t (z̄, v̄)) = max argmin

i=1,··· ,l, j=0,··· ,n

Fij,t(z̄, v̄). (11)

In equation (10), Yij,t(z̄, v̄) is the negative value of the optimal aggregated backorder quantity of

demand classes j, · · · , n while Rij,t(z̄, v̄) is the optimal net on-hand inventory level if we decide
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to fulfill demands from class 0 up to class j and expedite inventory from leadtime position 1 up

to leadtime position i. In equation (11), i∗t (z̄, v̄) and j∗
t (z̄, v̄) are the largest indexes of leadtime

position to expedite inventory and demand class to allocate inventory under the optimal policy,

respectively. We also define

S∗
t (z,v) = minargmin

vl≥vl−1

E

[
c(vl − vl−1) + ḡt

(
zn −Dn, · · · , z0 −

n∑

k=0

Dk, (v, vl) −
n∑

k=0

Dke

)]
(12)

and let q∗
t (z,v) = S∗

t (z,v) − vl−1 be the optimal ordering quantity.

Theorem 1. For t= 1 · · · , T + l, i= 1, · · · , l, and j = 0, · · · , n,

(1) f̄t(z,v), ḡt(z̄, v̄) are L♮-convex.

(2) Yij,t(z̄, v̄) and Rij,t(z̄, v̄) are nondecreasing in (z̄n, · · · , z̄j , v̄i−1, · · · , v̄l) and independent of

(z̄j−1, · · · , z̄0, v̄0, · · · , v̄i−2).

(3) i∗t (z̄, v̄) and j∗
t (z̄, v̄) are nondecreasing in (z̄, v̄).

(4) For the expediting decision, a state-dependent threshold policy is optimal: It is optimal to

expedite up to leadtime position i∗t (z̄, v̄) and raise the current on-hand net inventory level up to the

threshold Ri∗t j∗
t ,t(z̄, v̄) if it is below the threshold.

(5) For the allocation decision, a state-dependent rationing level policy is optimal: It is optimal

to allocate inventory up to demand class j∗
t (z̄, v̄) and decrease the total backorder quantity of classes

j∗
t (z̄, v̄), j∗

t (z̄, v̄) + 1, · · · , n to the threshold −Yi∗t j∗
t ,t(z̄, v̄) if it is above the threshold.

(6) For the ordering decision, a state-dependent base stock policy is optimal and the base stock

level S∗
t (z,v) is nondecreasing in (z,v). In addition, for any δ > 0, S∗

t (z,v) ≤ S∗
t (z + δe,v + δe) ≤

S∗
t (z,v) + δ, q∗

t (z,v + δel−1) ≥ q∗
t (z,v) − δ, and q∗

t (z + δe,v + δe) ≤ q∗
t (z,v).

Remark 2. As we have mentioned, the L♮-convexity still holds for the case with sufficiently

large s1, · · · , sl, i.e., the case with no expediting.

The property that S∗
t (z,v) is nondecreasing in (z,v) can be explained as follows. Under the

state-independent base stock policy, the impacts of backorders of different demand classes on the

optimal ordering quantity are equal. However, in our case, lower-priority demand classes and the

outstanding orders at lower leadtime positions may have less impact on the optimal ordering policy.

We also analyze how unit backordering costs affect the optimal ordering policy as follows. We

describe the dependency of the optimal ordering policy on b̃ = (−b̂0,−b̂1, · · · ,−b̂n). Let f̄t(b̃,z,v)

be the optimal value function and q∗
t (b̃,z,v) be the optimal ordering quantity.

Lemma 4. For t= 1, · · · , T + l,

(1) f̄t(b̃,z,v) is submodular in b̃,z,v, and as a result, q∗
t (b̃,z,v) is nondecreasing in b̃.
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(2) q∗
t (b̃,z,v) ≤ q∗

t (b0,0, · · · ,0,z,v).

Note that q∗
t (b0,0, · · · ,0,z,v) is the optimal ordering quantity for an inventory system with only

one demand class and leadtime l under the unit backordering cost b0.

In the following theorem, we translate the structural properties in Theorem 1 with respect to

the state (z,v) back to the original state (w,x), which allows us to conduct sensitivity analysis for

the optimal expediting and allocation quantities. Recall that (w̄, x̄) is the system state after the

ordering decision and demand realization. Let q∗
t (w,x) be the minimum optimal ordering quantity,

a∗
j,t(w̄, x̄) be the minimum optimal allocation quantity for demand class j, and o∗

i,t(w̄, x̄) be the

minimum optimal expediting quantity from leadtime position i.

Theorem 2. For any δ > 0,

−δ ≤ q∗
t (w,x+ δel) − q∗

t (w,x) ≤ · · · ≤ q∗
t (w,x + δe2) − q∗

t (w,x) ≤ q∗
t (w,x+ δe1) − q∗

t (w,x)

=q∗
t (w − δe1,x) − q∗

t (w,x) ≤ q∗
t (w − δe2,x) − q∗

t (w,x) ≤ · · · ≤ q∗
t (w − δen+1,x) − q∗

t (w,x) ≤ 0,

and for j = 0, · · · , n,




0 ≥ a∗
j,t(w̄ + δe1, x̄) − a∗

j,t(w̄, x̄) = · · · = a∗
j,t(w̄ + δej, x̄) − a∗

j,t(w̄, x̄) ≥ −δ,

δ ≥ a∗
j,t(w̄ + δej+1, x̄) − a∗

j,t(w̄, x̄) ≥ · · · ≥ a∗
j,t(w̄ + δen+1, x̄) − a∗

j,t(w̄, x̄) ≥ 0,

δ ≥ a∗
j,t(w̄, x̄+ δe1) − a∗

j,t(w̄, x̄) ≥ · · · ≥ a∗
j,t(w̄, x̄ + δel+1) − a∗

j,t(w̄, x̄) ≥ 0.

and for i= 1, · · · , l,




0 ≥ o∗
i,t(w̄, x̄ + δe1) − o∗

i,t(w̄, x̄) = · · · = o∗
i,t(w̄, x̄+ δei) − o∗

i,t(w̄, x̄) ≥ −δ,

δ≥ o∗
i,t(w̄, x̄+ δei+1) − o∗

i,t(w̄, x̄) ≥ · · · ≥ o∗
i,t(w̄, x̄ + δel+1) − o∗

i,t(w̄, x̄) ≥ 0,

δ≥ o∗
i,t(w̄ + δe1, x̄) − o∗

i,t(w̄, x̄) ≥ · · · ≥ o∗
i,t(w̄ + δen+1, x̄) − o∗

i,t(w̄, x̄) ≥ 0.

The results in Theorem 2 are explained as follows. First, the optimal ordering quantity is non-

increasing in the inventory level of any leadtime position. Increasing a unit of inventory at leadtime

position i would lead to a smaller optimal ordering quantity than the counterpart at leadtime

position i− 1 for any i= 2, · · · , l. Note that the inventory of each leadtime position i, i= 1, · · · , l,

is indeed the order placed in period t− l+ i. We thus conclude that the optimal ordering quantity

is more sensitive to the recently placed orders than to those placed earlier. Moreover, the optimal

ordering quantity is nondecreasing in the backorder quantity of each demand class and it is more

sensitive to the backorder quantities of higher-priority classes due to the higher service levels of

those demand classes. Since class 0 backorders must be served as many as possible by the on-hand

inventory, decreasing a unit of class 0 backorders has the same effect on the optimal ordering

quantity as that of increasing a unit of on-hand inventory. Therefore, in general, the optimal

ordering quantity is less sensitive to the backorder quantities than to the pipeline inventory levels.
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Second, for the optimal allocation quantity to each demand class j, it is non-increasing in the

backorder quantity of each demand class k for k = 0, · · · , j − 1, i.e., demand classes with higher

priority than class j. The optimal allocation quantity to the demand class j is also nondecreasing

in the backorder quantity of class k for k = j, · · · , n, i.e., demand classes with lower priority than

class j, and it is more sensitive to the backorder quantities of higher-priority classes. This property

is consistent with our intuition that we shall serve more demands now if facing more backorders,

especially when the backorders incur larger backordering costs. For the pipeline inventories, the

optimal allocation quantity is nondecreasing in the inventory level of each leadtime position and

is more sensitive to the inventory of lower leadtime positions, i.e., the sooner-to-arrival orders.

Finally, the optimal expediting quantity of leadtime position i is non-increasing in the inventory

levels of leadtime positions 0, · · · , i−1 and has the same sensitivity to the inventory levels of these

lower leadtime positions due to the sequential expediting property. It is also nondecreasing in the

inventory levels of leadtime positions i, · · · , l and is more sensitive to the sooner-to-arrival orders.

This property results from the facts that more expedited inventory is allowed when more pipeline

inventory is available, and lower leadtime positions correspond to lower unit expediting costs.

In addition, the optimal expediting quantity is nondecreasing in the backorder quantity of each

demand class and it is more sensitive to the backorder quantities of higher-priority classes, which

may be due to that more backorders of higher-priority classes would induce a larger expediting

quantity in the current period.

The monotone properties in Theorem 2 not only enable us to understand how the optimal order-

ing, expediting, and allocation quantities change with the demand state and pipeline inventories,

but also help us show how the optimal allocation policy can be simplified as follows.

Suppose that, after expediting, the inventory state is x̂ = (x̂0, · · · , x̂l), where x̂0 = x̄0 +
∑l

i=1 oi,t

and x̂i = x̄i − oi,t for i= 1, · · · , l. Let x̂−0 = (x̂1, · · · , x̂l). We have the following result.

Theorem 3. There exist rationing levels rj,t(x̂−0) for j = 0, · · · , n, which are independent of the

demand state w̄ = w + D, such that the optimal allocation quantity of demand class j is given by

[x̂0 −
∑j−1

k=0 w̄k − rj,t(x̂−0)]
+ ∧ w̄j . Moreover, r0,t(x̂−0) = 0.

Theorem 3 is implied by the L♮-convexity of the value functions and the monotone properties in

Theorem 2. Intuitively, the L♮-convexity implies that the optimal allocation quantity to demand

class j is nondecreasing in the backorder quantity of class j and the on-hand inventory. Hence,

if it is optimal to fulfill class j demand under any given state (w,x), then it must be optimal to

fulfill at least δ amount of class j demand under state (w + δej+1,x + δe1). But after we fulfill δ

This article is protected by copyright. All rights reserved. 



A
cc

ep
te

d
 A

rt
ic

le
Author: Article Short Title

00(0), pp. 000–000, c© 0000 INFORMS

amount of class j demand, the state (w + δej+1,x + δe1) becomes the state (w,x). As a result,

after optimal inventory allocation, the two states (w + δej+1,x + δe1) and (w,x) transit to the

same state, which implies that the optimal rationing levels under these two states are the same.

Coupled with the facts that a∗
j,t(w̄+ δej+1, x̄)−a∗

j,t(w̄, x̄) ≥ · · · ≥ a∗
j,t(w̄+ δen+1, x̄)−a∗

j,t(w̄, x̄) ≥ 0

as in Theorem 2 and the optimal rationing levels are independent of x0, we show that the optimal

rationing levels are independent of the backorder quantities of different demand classes.

This result reduces the computational complexity of obtaining the optimal allocation policy as

it only depends on the inventory levels of leadtime positions 1, · · · , l after inventory expediting.

The reason for the optimal rationing level of demand class j being independent of backorders of

higher-priority demand classes is that we only fulfill class j demand when there are no backorders

of higher-priority demand classes 0, · · · , j−1. The reason for the optimal rationing level of demand

class j being independent of backorders of lower-priority demand classes is that demand class j

has a higher priority over those demand classes.

Theorem 3 also implies the following proposition.

Proposition 1. For a system with multiple demand classes and a zero replenishment leadtime, a

state-independent rationing level policy is optimal for its allocation decision. The optimal allocation

quantity of demand class j, j = 0, . . . , n, is [x̂0 −
∑j−1

k=0 w̄k − rj,t]
+ ∧ w̄j, where rj,t is the rationing

level for demand class j and r0,t = 0.

Note that Topkis (1968) considers a system with multiple demand classes and only one chance

of ordering before the planning horizon. He shows that for demand class j, j = 0, · · · , n, there

exists a fixed rationing level rj,t and the optimal allocation quantity of demand class j is given by

[x−
∑j−1

k=0(wk +Dk) − rj,t]
+ ∧ (wj +Dj). Proposition 1 generalizes the result in Topkis (1968) to

the system with replenishments during the planning horizon. Our result is derived based on the

L♮-convexity of the value functions.

5. The Optimality of Simple Policies

In the basic model, we partially characterize the structure of the optimal policy based on the

properties of the L♮-convexity. However, the optimal policy in general is state-dependent and com-

plex. In this section, we consider several special cases under which some simple state-independent

policies turn out to be optimal. This in turn provides benchmarks and sheds light on how we can

manage more general inventory systems with multiple demand classes. In the following, we focus

on the systems with two or one demand class(es).
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5.1. Systems with Two Demand Classes

5.1.1. Full Expediting Consider a system with two demand classes, namely classes 0 and 1,

and a positive replenishment leadtime l. Different from the basic model, in this section, we assume

that inventory can be expedited from any leadtime position and in addition an outside supplier

with ample stock and a unit expediting cost sl+1. Similarly, we impose the following assumption

on the unit expediting costs to ensure the optimality of sequential expediting.

Assumption 2 (Convex Expediting Cost Structure). The unit expediting costs satisfy the

following property: si+1 − si ≥ si − si−1 ≥ 0 for i= 1, · · · , l (s0 ≡ 0).

For the ease of exposition, we refer to the outside supplier as leadtime position l+1. In addition to

Assumption 2 on the convex expediting cost structure, we also assume that the unit backordering

costs are sufficiently large such that sl+1 < b1, i.e., the largest unit expediting cost is smaller than the

smallest unit backordering cost. Then, the optimal inventory expediting policy is in fact intuitive:

It is optimal to fulfill all the demands in each period by the on-hand inventory and the expedited

inventory if needed, i.e., full expediting is optimal. Hence, in this case, our focus is to analyze the

optimal ordering policy.

As it is optimal to fulfill any backordered demands, it is optimal to set z = 0, i.e., there are no

backorders after expediting. Hence, it suffices to use v as the system state in each period. Suppose

that the ordering quantity is q and vl = vl−1 + q. Then, the system state becomes v̄ after demand

realization, where v̄ = (v̄0, · · · , v̄l) = (v0 −D0 −D1, · · · , vl −D0 −D1). After full expediting, the

system state is (ṽ0, · · · , ṽl−1) such that ṽi = v̄i+1 ∨ 0 for i = 0, · · · , l− 1. Then, the corresponding

dynamic recursion is provided as follows:

f̄t(v) = min
vl≥vl−1

E [c(vl − vl−1) + ḡt ((v, vl) − (D0 +D1)e)] ,

and

ḡt(v̄) =
l∑

i=1

si(v̄i − v̄i ∨ 0 − v̄i−1 + v̄i−1 ∨ 0) + sl+1(v̄l ∨ 0 − v̄l) +h(v̄0 ∨ 0) +βf̄t+1(ṽ).

The terminal condition is f̄T+l+1(v) ≡ 0 for any v.

In the above formulas, all terms are intuitive except the term on expediting costs: We use

v̄i − v̄i ∨ 0 − v̄i−1 + v̄i−1 ∨ 0 to denote the quantity of expedited inventory from leadtime position

i. It can be explained as follows by three possible cases: (1) When the total inventory at leadtime

positions 0, · · · , i − 1 is sufficient to fully fulfill backorders, i.e., v̄i ≥ v̄i−1 ≥ 0, the quantity of

expedited inventory from position i is v̄i − v̄i ∨0− v̄i−1 + v̄i−1 ∨0 = 0; (2) When the total inventory at
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leadtime positions 0, · · · , i is sufficient to fully fulfill demands while the total inventory at leadtime

positions 0, · · · , i− 1 is insufficient, i.e., v̄i ≥ 0 > v̄i−1, the quantity of expedited inventory from

position i is v̄i − v̄i ∨0− v̄i−1 + v̄i−1 ∨0 = 0− v̄i−1; (3) When the total inventory at leadtime positions

0, · · · , i is insufficient to fully fulfill demands, i.e., v̄i−1 ≤ v̄i ≤ 0, the quantity of expedited inventory

from position i is v̄i − v̄i ∨ 0 − v̄i−1 + v̄i−1 ∨ 0 = v̄i − v̄i−1.

For such a system, it turns out that a simple base stock policy is optimal.

Proposition 2. For the system with full expediting and t= 1, · · · , T + l+ 1, the value function

f̄t(v) is decomposable and can be expressed as f̄t(v) =
∑l−1

i=0 f̄i,t(vi), where each component function

f̄i,t(·) is a single-variable convex function. A state-independent base stock policy is optimal for the

ordering decision: In each period t, there exists a fixed base stock level St, which is given in (13),

and it is optimal to order up to St if vl−1 <St while order nothing otherwise.

Given the component functions f̄i,t(vi)’s for i= 0, · · · , l− 1, and let D =D0 +D1, the optimal

base stock level is

St = minargmin
ζ

[
(c+ sl − sl+1)ζ+ E[(sl+1 − sl)((ζ−D) ∨ 0) +βf̄l−1,t+1((ζ−D) ∨ 0)

]
. (13)

For each period t, the base stock level St is a constant and independent of the system state. Due

to Assumption 2, under the optimal policy, we still have the sequential expediting property and

hence Lemma 3 remains valid under this setting. Note that the function βf̄l−1,t+1(ζ) + (sl+1 −

sl)ζ is nondecreasing in ζ due to a similar argument as in Lemma 3. The monotone property of

βf̄l−1,t+1(ζ)+(sl+1 −sl)ζ implies that, when c+sl ≥ sl+1 (i.e., when c is large enough), it is optimal

to order nothing in each period.

Next, we describe the algorithm on how to update the component functions. According to the

component functions of f̄t+1(v) and also the optimal base stock level St, we update the component

functions of f̄t(v) as follows:

f̄0,t(ζ) =E[−s1(ζ−D− (ζ −D) ∨ 0) +h((ζ−D) ∨ 0)], (14)

f̄i,t(ζ) =E[(si − si+1)(ζ−D− (ζ −D) ∨ 0) +βf̄i−1,t+1((ζ−D) ∨ 0)], i= 1, · · · , l− 2, (15)

f̄l−1,t(ζ) =E[(sl−1 − sl)(ζ−D− (ζ −D) ∨ 0) +βf̄l−2,t+1((ζ−D) ∨ 0)]+ c(ζ ∨St) − cζ

+ E[(sl − sl−1)(ζ ∨St −D− (ζ ∨St −D) ∨ 0) +βf̄l−1,t+1((ζ ∨St −D) ∨ 0)]. (16)

The details can be found in the proof of Proposition 2. By sequentially updating the component

functions f̄i,t(ζ)’s for i= 0, · · · , l− 1 from period T + l+ 1 to period 1, we can efficiently calculate

the optimal base stock levels for all periods t= 1, · · · , T + l in a backward fashion. In this backward

procedure, the initial component functions f̄i,T+l+1(ζ) = 0 for i= 0, · · · , l− 1.
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In addition, if demand D is continuous and i.i.d. in different periods, a myopic ordering policy

can be optimal.

Proposition 3. For i.i.d. demands, if the initial inventory satisfies vl−1 ≤ S̃ in period 1, where

S̃ is the myopic base stock level defined in equation (17), then a myopic base stock level policy with

the base stock level S̃ is optimal in each period t, t= 1, · · · , T + l.

The component functions of f̄t(v) defined in equations (14) and (15) imply that f̄0,t(ζ) is inde-

pendent of t and can be explicitly written as in (14); f̄i,t(ζ) can then be recursively obtained for

i= 1, · · · , l− 2 based on equation (15). The myopic base stock level S̃ is determined as follows

S̃ = minargmin
ζ

((c+ sl − sl+1)ζ+(sl+1 − sl)((ζ−D) ∨ 0) +βE [Φt+1((ζ−D) ∨ 0)]) , (17)

where Φt(ζ) = E
[
−cζ+(sl−1 − sl)(ζ−D− (ζ −D) ∨ 0) +βf̄l−2,t+1((ζ−D) ∨ 0)

]
(noting that f̄l−2,t

can be explicitly obtained by equations (14)-(15) and is independent of t under the i.i.d. demands).

5.1.2. Partially Full Expediting: Full expediting may be too restrictive in some cases. In

this section, we consider the scenario that the high-priority demand class requires full expediting

while the low-priority demand class may not need it. Similar to the case with full expediting, we

consider the system that allows inventory expediting from all leadtime positions and in addition

an outside supplier (i.e., leadtime position l + 1) with ample stock. We still impose Assumption

2 to ensure the optimality of sequential expediting. We also assume that the unit backordering

cost of demand class 0 is sufficiently large so that b0 ≥ sl+1, i.e., it is optimal to fulfill all class 0

demand in each period. Following Topkis (1968), there is no replenishment during the planning

horizon in this setting. It is a reasonable assumption for many seasonal products as usually we do

not have replenishment opportunities in those cases. Then, in this scenario, we only need to make

expediting and allocation decisions for class 1 demand in each period.

Let xi,1 be the initial inventory level of leadtime position i, i= 0, · · · , l+ 1, before the planning

horizon, which is a fixed value in our problem. We assume that xl+1,1 is sufficiently large so that in

the entire planning horizon all demands can be fully fulfilled by the inventory stocked at leadtime

position l+ 1. We also denote by ui,1 = −
∑l+1

k=i xk,1 the negatively aggregated inventory level of

leadtime position i at the beginning of period 1 for i= 0, · · · , l+1 and define

ui,t =





−
∑l+1

k=0 xk,1, i= 0,

−
∑l+1

k=min{l+1,i+t−1} xk,1, i= 1, · · · , l,

−xl+1,1, i= l+1,

(18)
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for t= 2, · · · , T + l+1. Clearly, ui,t for any i= 0, · · · , l+1 and t= 1, · · · , T + l+1 is independent of

our decisions and demand realization. For the ease of exposition, we define ut = (u0,t, · · · , ul+1,t).

Let w be the backorder quantity of class 1 demand and v be the negative value of the total

inventory of all the leadtime positions (which is referred to as the negative total inventory, or

NTI) at the beginning of period t, and y be the NTI after the inventory expediting and allocation

decisions in period t. Notice that we assume full fufillment of class 0 demand. So there are no

backorders of class 0 at the beginning of each period. We define z = v+w as the negative of the

inventory position (NIP), which is equal to NTI plus total backorder quantity, before demand

realization and z̄ = z+D0 +D1 as the NIP after demand realization.

We first show that the inventory state at the beginning of period t is (v ∨ u0,t, · · · , v ∨ ul+1,t).

Note that, for period 1, it is clear that v= u0,1 and the inventory state is (v ∨u0,1, · · · , v ∨ul+1,1).

Suppose that the inventory state at the beginning of period t is (v∨u0,t, · · · , v∨ul+1,t), we then shall

show that for period t+ 1 its inventory state has the same form. In the following, the analysis is

performed in two steps. Specifically, we first show the inventory expediting and allocation decisions

for class 0 demand and then analyze the decisions for class 1 demand.

In the first step, we fully fulfill class 0 demand after demand realization by the on-hand inventory

and, if necessary, the expedited inventory. The NTI then becomes v̄ = v + D0, and the inven-

tory state of period t becomes (v̄ ∨ u0,t, · · · , v̄ ∨ ul+1,t) due to the sequential expediting property.

Accordingly, the total expediting cost is

l∑

i=1

si [(v̄∨ui,t) ∧ (v∨ui+1,t) − v ∨ui,t] + sl+1 (v̄ ∨ul+1,t − v ∨ul+1,t) , (19)

or equivalently

−s1(v ∨u1,t) −
l+1∑

i=2

(si − si−1)(v∨ui,t) + s1(v̄∨u1,t) +
l+1∑

i=2

(si − si−1)(v̄∨ui,t). (20)

We explain the derivation of the expediting cost in Appendix A.

In the second step, we consider the optimal expediting and allocation decisions for class 1

demand. Recall that y is the NTI after inventory expediting and allocation at period t. Then, we

must have allocated y− v̄ units of inventory to fulfill class 1 demand. The inventory state is thus

(y∨u0,t, y∨u1,t, · · · , y∨ul+1,t) after inventory expediting and allocation. Note that y≥ v̄ must hold

and y− v̄≤w+D1 as we at most fulfill w+D1 units of class 1 demand at each period. Similar to

the expression in (20), the expediting cost for fulfilling class 1 demand is

−s1(v̄∨u1,t) −
l+1∑

i=2

(si − si−1)(v̄∨ui,t) + s1(y∨u1,t) +
l+1∑

i=2

(si − si−1)(y∨ui,t).
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As the inventory at leadtime position i, i= 1, · · · , l, moves one position forward in each period,

the inventory state at the beginning of period t+1 shall be (y∨u0,t, y∨u2,t, · · · , y∨ul+1,t, y∨ul+1,t)

or equivalently (y∨u0,t+1, y∨u1,t+1, · · · , y ∨ul,t+1, y ∨ul+1,t+1) according to (18).

Based on the above analysis, we have shown that the inventory state at the beginning of period

t is (v ∨u0,t, · · · , v ∨ul+1,t) for t= 1, · · · , T + l+ 1. Then, the dynamic recursion of this problem is

given as follows:

ḡt(z, v ∨ut) =E

[
−s1(v∨u1,t) −

l+1∑

i=2

(si − si−1)(v∨ui,t) + ĝt(z+D0 +D1, (v+D0) ∨ut)

]

where ĝt(z+D0 +D1, (v+D0) ∨ut) = ĝt(z̄, v̄ ∨ut) and

ĝt(z̄, v̄∨ut) = min
v̄≤y≤z̄

[
s1(y∨u1,t) +

l+1∑

i=2

(si − si−1)(y∨ui,t) +βḡt+1(z̄, y ∨ut+1)

]
. (21)

The terminal condition is ḡt(z, v ∨uT+l+1) ≡ 0 for any (z, v).

Proposition 4. For the system with partially full expediting, in each period t, t= 1, · · · , T + l+

1, the function ḡt(z, v∨ut) is decomposable and can be expressed as ḡt(z, v∨ut) = g̃t(z)+ ḡ0,t(v)+
∑l+1

i=1 ḡi,t(v ∨ ui,t), where ui,t’s are fixed values. The optimal expediting and allocation policy for

class 1 demand can be described by a state-independent rationing level policy: There exists a fixed

rationing level Rt and it is optimal to use (v+D0)∨ (Rt ∧ (z+D0 +D1)) units of inventory to fulfill

class 1 demand, where the inventory is sequentially expedited from leadtime positions 0,1, · · · , l+1

if needed.

To calculate Rt in each period t, we shall adopt a backward procedure starting from the terminal

period T + l+ 1 with g̃T+l+1(ζ) ≡ 0 and ḡi,T+l+1(ζ) ≡ 0 for i= 0, · · · , l+1. Suppose that, in period

t+ 1, the function ḡt+1(z, v ∨ ut+1) is decomposable and ḡt+1(z, v ∨ ut+1) = g̃t+1(z) + ḡ0,t+1(v) +
∑l+1

i=1 ḡi,t+1(v∨ui,t+1). Then, in period t, t= 1, · · · , T + l,

Rt = minargmin
y

[
s1(y∨u1,t) +

l+1∑

i=2

(si − si−1)(y∨ui,t) +βḡ0,t+1(y) +β
l+1∑

i=1

ḡi,t+1(y∨ui,t+1)

]
.

The component function of ḡt(z, v ∨ut) is updated as follows:





g̃t(ζ) = E

[
Ĝ1,t(ζ+D0 +D1)

]
,

ḡ0,t(ζ) = E

[
Ĝ2,t(ζ+D0)

]
,

ḡ1,t(ζ) = −s1ζ,

ḡi,t(ζ) = (si−1 − si)ζ, i= 1, · · · , l+1,
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where





Ĝ1,t(ζ) = s1(u1,t ∨ ζ −u1,t ∨Rt ∨ ζ) +
∑l+1

i=2(si − si−1)(ui,t ∨ ζ −ui,t ∨Rt ∨ ζ) +βg̃t+1(ζ)

+βḡ0,t+1(ζ) +β
∑l

i=1 ḡi,t+1(ui+1,t ∨ ζ) +βḡl+1,t+1(ul+1,t ∨ ζ)

−βḡ0,t+1(Rt ∨ ζ) −β
∑l

i=1 ḡi,t+1(ui+1,t ∨Rt ∨ ζ) −βḡl+1,t+1(ul+1,t ∨Rt ∨ ζ),

Ĝ2,t(ζ) = s1(u1,t ∨Rt ∨ ζ) +
∑l+1

i=2(si − si−1)(ui,t ∨Rt ∨ ζ)

+βḡ0,t+1(Rt ∨ ζ) +β
∑l

i=1 ḡi,t+1(ui+1,t ∨Rt ∨ ζ) +βḡl+1,t+1(ul+1,t ∨Rt ∨ ζ).

By sequentially calculating Rt and updating the component functions of ḡt(z, v ∨ ut) from period

T + l+ 1 to period 1, we can efficiently obtain the rationing level policy for the entire planning

horizon.

Notice that although Topkis (1968) shows the optimality of a fixed rationing level policy for

the inventory problem with priority demands, he does not show the decomposition of the value

functions. The decomposition of the value functions in Proposition 4 allows us to obtain the optimal

rationing levels efficiently.

5.2. Systems with One Demand Class

To isolate the effect of expediting on the optimal ordering policy, in this section, we consider the

system with only one demand class. As the same with the basic model, inventory expediting is

allowed at leadtime positions 1, · · · , l only. We show in the following that a base stock policy and a

calibrated rationing level policy are optimal for the ordering and expediting decisions, respectively,

in each period.

For a system with one demand class, the dynamic recursion can be simplified to

f̄t(v) = min
vl≥vl−1

E[c(vl − vl−1) + ḡt((v, vl) −De)],

where, with v̄ = (v, vl) −De and v̄+ = (v̄1, · · · , v̄l),

ḡt(v̄) = min
v̄0≤y≤v̄l

[
h(y∨ 0) + b0(y∨ 0 − y) +

l∑

i=1

si(v̄i − y ∨ v̄i − v̄i−1 + y ∨ v̄i−1) +βf̄t+1(y∨ v̄+)

]
.

The terminal condition is f̄T+l+1(v) ≡ 0 for any v.

We explain the expression of ḡt(v̄) as follows. Note that y is the net on-hand inventory level

after expediting. Consider a scenario that v̄i−1 ≤ y≤ v̄i, i.e., we expedite inventory up to leadtime

position i, i = 1, · · · , l. Then, at the beginning of the next period, the net inventory levels of

leadtime positions 0, · · · , i−2 are all equal to y, while the net inventory levels of leadtime positions

i−1, · · · , l−1 are v̄i, · · · , v̄l. For the holding cost, if y > 0 then y∨0 = y, and there is a holding cost

hy; otherwise, y ≤ 0 and y ∨ 0 = 0, and there is no holding cost. For the backordering cost, y < 0

means that y ∨ 0 − y = −y and the backordering cost is −b0y while y≥ 0 means that y ∨ 0 − y= 0
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and there is no backordering cost. The expediting cost can be explained based on the same logic

as in Section 5.1.

We then show the following result for the system with one demand class.

Proposition 5. In the system with one demand class, the value functions f̄t(v) and ḡt(v̄) are

convex for t= 1, · · · , T + l+ 1. Moreover, the function f̄t(v) is decomposable and can be expressed

as f̄t(v) =
∑l−1

i=0 f̄i,t(vi), where f̄i,t(ζ) for i= 0, · · · , l− 1 are single-variable convex functions. The

optimal ordering policy is a base stock policy: There exists a fixed base stock level St such that it

is optimal to order up to the base stock level when vl−1 < St and order nothing otherwise. The

optimal expediting policy is the following calibrated rationing level policy: There exists a set of

fixed rationing levels r1,t, · · · , rl,t such that r1,t ≥ · · · ≥ rl,t; it is optimal to sequentially expedite

inventory from leadtime positions 1, · · · , l so that the inventory state at the end of period t becomes

(Rt ∨ v̄0, · · · ,Rt ∨ v̄l), where Rt is the calibrated rationing level defined as Rt =
∑l

i=1(v̄i−1 ∨ ri,t) ∧

v̄i −
∑l−1

i=1 v̄i.

We show how to update the component functions ḡi,t(·) for i= 0, · · · , l and f̄i,t(·) for i= 0, · · · , l−1

based on the component functions f̄i,t+1(·)’s in the proof of this proposition. The logic is the same

as shown in the proof of Proposition 2. Again, with a backward procedure, we can obtain the

optimal policy efficiently.

For this system, a base stock policy is optimal for the ordering decision and the base stock level

is

St = minargmin
ζ

E [cζ + ḡl,t(ζ−Dt)] ,

which is independent of the system state in period t. By updating the component function ḡl,t(·) in

the backward fashion, it is easy to calculate St’s sequentially for periods t= T + l, T + l− 1, · · · ,1.

We then explain the calibrated rationing level policy below. In each period, we obtain a set of

constants {r1,t, · · · , rl,t}, where

ri,t = minargmin
ζ

[
(h+ b0)(ζ ∨ 0) + (s1 − b0)ζ−

i−1∑

k=1

(sk − sk+1)ζ+β
i−1∑

k=1

f̄k−1,t+1(ζ)

]

for i= 1, · · · , l.

We refer to ri,t’s as the fixed rationing levels, which are independent of system state and can be

efficiently calculated in a backward fashion. Essentially, ri,t is the global minimizer of the function

(h+ b0)(y ∨ 0) − b0y+
∑l

i=1 si(v̄i − y ∨ v̄i − v̄i−1 + y ∨ v̄i−1) + βf̄t+1(y ∨ v̄1, · · · , y ∨ v̄l) when v̄i−1 ≤

y ≤ v̄i. Hence, if we decide to expedite up to leadtime position i, i ∈ {1, · · · , l}, in period t, it is
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optimal to let alone the net on-hand inventory level after expediting be the fixed rationing level

ri,t when v̄i−1 ≤ ri,t ≤ v̄i. However, when ri,t < v̄i−1 (ri,t > v̄i), we expedite inventory up to leadtime

position k for some k such that k < i (k > i) under the rationing level rk,t. This suggests that a

traditional rationing level policy may not be optimal. Instead, the optimal inventory expediting

decision depends on both the fixed rationing levels and the inventory state v̄. We hence refer to the

rationing policy as a calibrated rationing level policy, where the rationing level policy is calibrated

by the inventory state.

Though the calibrated rationing level policy depends on both the fixed rationing levels and the

inventory state, due to the sequential properties r1,t ≥ · · · ≥ rl,t and v̄0 ≤ · · · ≤ v̄l, it is clear that

Rt =
l∑

i=1

I{v̄i−1≤ri,t<v̄i}ri,t +
l−1∑

i=1

I{ri+1,t<v̄i≤ri,t}v̄i + I{r1,t<v̄0}v̄0 + I{rl,t≥v̄l}v̄l

=

l∑

i=1

(v̄i−1 ∨ ri,t) ∧ v̄i −

l−1∑

i=1

v̄i. (22)

The equivalence between the above two expressions ofRt has been shown in the proof of Proposition

5. We then explain why we define the calibrated rationing level as in equation (22) below. If

v̄i−1 ≤ ri,t ≤ v̄i for some i, then rk,t ≥ v̄k for k = 1, · · · , i − 1 and rk,t ≤ v̄k−1 for k = i+ 1, · · · , l.

In this case, Rt = ri,t. That is, it is optimal to expedite inventory up to leadtime position i and

the post-expediting state is (ri,t, · · · , ri,t︸ ︷︷ ︸
i

, v̄i, · · · , v̄l). Similarly, if ri+1,t ≤ v̄i ≤ ri,t for some i, then

rk,t ≥ v̄k for k= 1, · · · , i and rk,t ≤ v̄k−1 for k = i+1, · · · , l. In this case, it is optimal to set Rt = v̄i

so that the inventories at leadtime positions 1, · · · , i are fully expedited and the post-expediting

state is (v̄i, · · · , v̄i︸ ︷︷ ︸
i+1

, v̄i+1, · · · , v̄l).

In summary, for the system with one demand class, a base stock policy is optimal for the ordering

decisions and a calibrated rationing level policy is optimal for the inventory expediting decisions.

The calibrated rationing level Rt depends on both the fixed rationing levels ri,t for i= 1, · · · , l and

the state v̄ after demand realization. Essentially, to implement the optimal policy, we only need

to calculate the fixed base stock level St and the fixed rationing levels r1,t, · · · , rl,t for each period

t = 1, · · · , T + l. After obtaining these constants, we can directly implement the optimal policy

based on the system state v and v̄. The constants St and ri,t’s can be efficiently obtained through

the updating of component functions in a backward fashion.

If demands are continuous and i.i.d. in different periods, the rationing level ri,t is independent

of t and denoted by ri for i= 1, · · · , l. Moreover, similar to Section 5.1.1, we can obtain the closed

expressions of component functions f̄i,t(vi) for i= 0, · · · , l− 2. We then have the following result.
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Proposition 6. Under i.i.d. demands for each period, a myopic ordering policy is optimal with

the myopic base stock level Ŝ defined in (23) if vl−1,1 ≤ Ŝ in period 1.

The myopic base stock level Ŝ is determined as

Ŝ = minargmin
ζ

{
cζ+ E [(h+ b0)((ζ−D) ∨ 0 − rl ∨ (ζ −D) ∨ 0) + (sl+1 − b0)(ζ−D− rl ∨ (ζ −D))]

(23)

+βE

[
l−1∑

k=1

f̄k−1,t+1(ζ −D) −
l−1∑

k=1

f̄k−1,t+1(rl ∨ (ζ −D))

]
+βE [Ut+1(ζ −D)]

}
,

where Ut(ζ) = −cζ+ E [ḡl−1,t(ζ −D)] and

ḡl−1,t(ζ) =(h+ b0)(rl ∨ ζ ∨ 0 − rl−1 ∨ ζ ∨ 0) + (sl − b0)(rl ∨ ζ − rl−1 ∨ ζ) + (sl−1 − sl)(ζ− r1 ∨ ζ)

+
l−1∑

k=2

(sl−1 − sl)(rk−1 ∨ ζ − rk ∨ ζ) +β
l−1∑

k=1

f̄k−1,t+1(rl ∨ ζ) −β
l−2∑

k=1

f̄k−1,t+1(rl−1 ∨ ζ).

6. Numerical Studies and Operational Insights

In this section, we investigate the properties of the optimal policy and the performances of three

proposed heuristics numerically. We then derive operational insights on how to manage inventory

systems with multiple demand classes and expediting.

We focus on systems with two demand classes and a one-period leadtime. Consistent with the

notation in Section 4, let (w0,w1) and (D0,D1) be the backorders and the realized demands,

respectively. We also use (x, q) to represent the on-hand inventory and the ordering quantity in

each period.

6.1. Illustrations of the Optimal Policy

We first numerically illustrate the optimal policy of our problem in period 1 under the following

parameter setting: T = 40, b0 = 0.8, b1 = 0.4, h = 0.3, c = 0.5, s1 = 0.5 and β = 0.95. We assume

that demands of both classes follow the same truncated normal distribution N(µ,σ) with µ= 2

and σ/µ = 0.5. Table 1 presents how the optimal ordering quantity q∗(w0,w1, x) changes with

respect to different system states. The numerical result is consistent with the sensitivity analysis

on q∗(w,x) in Theorem 2 as, e.g., q∗(2,4,6) = q∗(1,4,5) and q∗(2,4,6) − q∗(2,4,5) = −1. Table

2 shows the optimal allocation policy under different system states. The result coincides with

the sensitivity analysis on a∗
j (w̄0, w̄1, x, q) in Theorem 2. For example, a∗

0(2,5,5,7) − a∗
0(2,4,5,7) =

0, a∗
1(3,4,5,7) − a∗

1(2,4,5,7) = −1 and a∗
1(2,4,4,10) > a∗

1(2,4,3,11). In Table 3, we present the

total expediting quantity of two demand classes under the optimal expediting policy. Due to the

sequential allocation property under the optimal allocation policy, the expedited inventory shall
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be used to fulfill class 0 demand first and fulfill class 1 demand only if class 0 demand is fully

fulfilled. As in our setting s1 > b1 and the leadtime is only one period, intuitively we shall not

expedite inventory for serving class 1 demand. Hence, in Table 3, the total expediting quantity is

equal to the expediting quantity for class 0. Then, o∗
0(w̄0, w̄1, x, q) is consistent with the inequalities

in Theorem 2 as, for example, o∗
0(6,6,5,10) − o∗

0(4,6,5,10)> o∗
0(4,8,5,10) − o∗

0(4,6,5,10).

Table 1 The optimal order quantity q∗(w0,w1, x).

Case (1) ((w1, x) = (4,5)) Case (2) ((w0, x) = (2,5)) Case (3) ((w0,w1) = (2,4))

w0 q∗(w0,w1, x) w1 q∗(w0,w1, x) x q∗(w0,w1, x)
0 7 0 5 0 14
1 8 1 6 1 13
2 9 2 7 2 12
3 10 3 8 3 11
4 11 4 9 4 10
5 12 5 10 5 9
6 13 6 11 6 8
7 14 7 12 7 7
8 15 8 13 8 6
9 16 9 14 9 5

Table 2 The optimal allocation quantity a∗
j (w̄, x, q) for j = 0,1.

Case (1) ((w̄1, x, q) = (4,5,7)) Case (2) ((w̄0, x, q) = (2,5,7)) Case (3) ((w̄0, w̄1) = (2,4))

w̄0 a∗
0(w̄, x, q) a∗

1(w̄, x, q) w̄1 a∗
0(w̄, x, q) a∗

1(w̄, x, q) x q∗ a∗
0(w̄, x, q) a∗

1(w̄, x, q)
0 0 4 2 2 2 2 12 2 0
1 1 4 3 2 3 3 11 2 1
2 2 3 4 2 3 4 10 2 2
3 3 2 5 2 3 5 9 2 3
4 4 1 6 2 3 6 8 2 4
5 5 0 7 2 3 7 7 2 4

Table 3 The total expediting quantity o∗(w̄, x, q) for two demand classes.

Case (1) ((w̄1, x, q) = (6,4,10)) Case (2) ((w̄0, x, q) = (4,4,10) ) Case (3) ((w̄0, w̄1) = (4,6))

w̄0 o∗(w̄, x, q) w̄1 o∗(w̄, x, q) x q∗ o∗(w̄, x, q)
3 0 4 0 0 14 4
4 0 5 0 1 13 3
5 0 6 0 2 12 2
6 1 7 0 3 11 1
7 2 8 0 4 10 0
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6.2. Simple Heuristics

As it is computationally extensive to obtain the optimal policy, to simplify the computation, we

propose three heuristics for our problem based on our analytical results in Section 5. We consider

the system under which inventory can be expedited from an outside supplier with ample stock

and a unit expediting cost s2 (s2 − s1 ≥ s1). We compare the performances of the three proposed

heuristics against the optimal policy through extensive numerical studies.

Under the first heuristic, we expedite as much inventory as possible to fulfill all the demands of

both classes. We refer to it as the full expediting policy. Based on the result in Section 5.1.1, we

use a myopic base stock policy with the myopic base stock level s in this heuristic for the ordering

decision and, in each period, we order max(0, s− (x−w0 −w1)) units of inventory. Demands are

fulfilled by the on-hand inventory first and then the inventory sequentially expedited from leadtime

positions if necessary.

The second heuristic does not allow any inventory expediting. We still adopt a myopic base stock

policy and simply fulfill high-priority demand first and then low-priority demand with the on-hand

inventory as much as possible. We refer to this heuristic as the no expediting policy.

Under the third heuristic, we adopt a myopic base stock policy for the ordering decision and,

motivated by the result in Section 5.1.2, a fixed rationing level policy with a nonnegative and

fixed threshold ri for the inventory allocation and expediting decisions of demand class i, i= 0,1.

Specifically, we fulfill high-priority demand as much as possible with the on-hand inventory and, if

the on-hand inventory is not sufficient, we sequentially expedite max(0,w0 +D0 − x− r0) units of

inventory from leadtime positions. For low-priority demand, we first fulfill the demand with the on-

hand inventory as much as possible and then sequentially expedite max(0,w1+D1−min(max(0, x−

w0 −D0),w1 +D1) − r1) units of inventory from leadtime positions. We refer to this heuristic as

the static policy. The static policy reduces to the full expediting policy when ri = 0 for i= 0,1, and

the no expediting policy when ri → +∞ for i= 0,1.

For the three proposed heuristics, we obtain the best parameters of s, r0 and r1 by using exhaus-

tive grid search (the myopic base stock level is chosen to minimize the expected myopic inventory

cost as in Section 5).

Let C(P) be the total expected cost under the policy P , and define the performance gap between

a heuristic and the optimal policy as follows:

ξ(P) =
C(P) −C(Opt)

C(Opt)
× 100%,
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where P ∈ {F,N,S} (“F”, “N” and “S” refer to the full expediting policy, the no expediting policy

and the static policy, respectively). The system parameters are set as follows. We consider the plan-

ning horizon as T = 40 with a discount factor β = 0.95, and set b0 = 0.8, b1 = 0.4, h= 0.3, c= 0.5,

s1 = 0.5, s2 = 1, µ= 2 and σ = 1. We then investigate the performance gaps of the three proposed

heuristics by varying one of the parameters while keeping the other parameters fixed. Specifically,

we consider the unit backordering costs b0 ∈ {0.6,0.7,0.8,0.9,1.0}, b1 ∈ {0.2,0.3,0.4,0.6,0.8}, the

unit holding cost h ∈ {0.1,0.2,0.3,0.4,0.5}, the unit expediting costs s1 ∈ {0.2,0.3,0.5,0.6,0.7}, s2 ∈

{0.6,0.8,1.0,1.2,1.4}, the unit ordering cost c∈ {0.2,0.3,0.5,0.6,0.7}, and σ
µ

∈ {0.1,0.2,0.3,0.5,0.7}

for the demand distribution. By setting (x,w0,w1) = (5,0,0), we present the numerical results in

Table 4.

Table 4 Performance gaps (%) of three heuristics under various parameter settings.

b0 ξ(F) ξ(N) ξ(S) b1 ξ(F) ξ(N) ξ(S) h ξ(F) ξ(N) ξ(S)

0.6 3.82 0.88 0.82 0.2 11.61 1.53 0.96 0.1 2.62 0.99 0.97
0.7 3.8 0.94 0.8 0.3 7.11 1.11 0.9 0.2 2.53 0.93 0.99
0.8 3.78 0.99 0.78 0.4 3.78 0.99 0.78 0.3 3.78 0.99 0.78
0.9 3.77 1.06 0.77 0.6 0.63 3.8 0.63 0.4 3.70 0.99 0.79
1 3.76 1.12 0.76 0.8 0.54 5.36 0.54 0.5 3.62 1.69 0.8

s1 ξ(F) ξ(N) ξ(S) s2 ξ(F) ξ(N) ξ(S) c ξ(F) ξ(N) ξ(S)

0.2 0.57 8.76 0.57 0.6 0.13 12.59 0.13 0.2 5.27 0.89 0.49
0.3 0.74 4.25 0.74 0.8 3.78 1 0.78 0.3 4.63 0.91 0.6
0.5 3.78 0.99 0.78 1 3.78 0.99 0.78 0.5 3.78 0.99 0.78
0.6 5.51 0.92 0.79 1.2 3.79 0.99 0.78 0.6 3.46 1.05 0.91
0.7 7.02 0.84 0.81 1.4 3.8 0.99 0.78 0.7 3.25 1.12 0.99

σ/µ ξ(F) ξ(N) ξ(S)

0.1 0.95 0.84 0.84
0.2 2.19 0.82 0.82
0.3 2.88 0.82 0.81
0.5 3.78 0.99 0.78
0.7 3.7 1.4 0.83

In Table 4, the performance of the static policy is the best among the three heuristics, which

is as expected since the full and no expediting policies are its two special cases. The static policy

is recommended under the following scenarios: (1) b0 is large but b1 is small or moderate, (2) h

is large, (3) the coefficient of variation (CoV) σ/µ is large. Under the scenario (1), intuitively a

large difference b0 − b1 implies that we shall fulfill more high-priority demand but less low-priority

demand with expediting. The two simple policies – the full expediting policy and the no expediting

policy – thus perform significantly worse than the static policy. Under the scenario (2), a larger

value of h usually leads to a smaller order-up-to level s and hence the fulfillment of demands relies

more on expediting. However, inappropriate expediting would lead to the increase of the system

cost. Under the scenario (3), both the full expediting policy and the no expediting policy would

incur some unnecessary costs and hence appropriate expediting is required.
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The performance gap of the no expediting policy can be large (up to 12.59%) when s2 is small

while the counterpart of the full expediting policy can be large (up to 11.61%) when s1 is large or

b0 is small. Overall, the static policy in Table 4 is fairly effective (ξ(S) ≤ 1.0% for all cases). The

static policy performs relatively better when (1) the unit backordering costs are large, (2) the unit

expediting costs are small, (3) the unit ordering cost is small. The performance gap ξ(S) is robust

to the unit holding cost and the CoV of demands as inventory expediting is managed appropriately.

Indeed, the good performance of the static policy compared with the other two heuristics reveals

the value of inventory expediting and the necessity of managing inventory expediting appropriately

in supply chains. Note that the performance gap ξ(P) for P ∈ {F,N,S} is not necessarily monotone

in any cost parameter because the system cost of each policy may be increasing or decreasing in a

cost parameter but such a property does not necessarily hold in ξ(P) as ξ(P) = 100% × (C(P) −

C(Opt))/C(Opt).

Through the numerical studies, we also identify when the full expediting policy and the no

expediting policy are effective. The full expediting policy outperforms the no expediting policy

and leads to an acceptable performance when b1 is large, or the unit expediting costs s1, s2 are

small. The no expediting policy is effective when b0, b1, h, c, σ/µ are small, or s1, s2 are large. It is

intuitive that with small unit backordering costs and large unit expediting costs, we shall fulfill

demands mainly with the on-hand inventory instead of the expedited inventory. Small values of h

and c lead to a large ordering quantity and a high on-hand inventory level in each period. In this

case, expediting may not be necessary and the no expediting policy is effective. A small σ/µ (CoV)

means less demand uncertainty; then, inventory expediting may not be necessary as we can match

demand and supply through regular ordering.

We conclude the findings of our numerical studies as follows. First, we numerically show the

value of inventory expediting and the importance of managing expediting appropriately. Second,

the static policy is effective under our settings. To further simplify the policy, we also identify when

the full expediting and the no expediting policies are effective.

7. Concluding Remarks

We consider a periodic-review, single-stage inventory system with multiple demand classes, inven-

tory expediting and a fixed replenishment leadtime. Compared with the existing literature, we

are among the first to analyze such a complex system with multiple demand classes, inventory

expediting, and a fixed replenishment leadtime. Due to its complexity, the optimal policy of such

a system remains unknown in the existing literature. Hence, our results fill this gap.
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To tackle this challenging problem, we first provide a new preservation property for the L♮-

convexity under the minimization operator. This property might be useful in tackling other prob-

lems with multiple demand classes, e.g., dynamic matching. We then transform the state variables

so that we can show the L♮-convexity of the value functions. We partially characterize the optimal

policy for inventory ordering, expediting and allocation, and obtain various limited monotone prop-

erties based on the L♮-convexity. Specifically, we show that a state-dependent base stock policy is

optimal for ordering decisions, a state-dependent threshold policy is optimal for inventory expedit-

ing, and a state-dependent rationing level policy is optimal for inventory allocation, respectively.

In particular, we find that the optimal rationing levels are independent of backorder quantities of

different classes. Moreover, we show that a state-independent rationing level policy is optimal when

the leadtime is zero in the presence of replenishments during the planning horizon. It generalizes

the result in Topkis (1968).

We also consider several special systems under which simple state-independent policies are opti-

mal. For a system with two demand classes, we consider two cases and show the optimality of

some simple policies based on the decomposition of the value functions for each case. For a sys-

tem with one demand class, similar results are obtained. Inspired by the special cases, we propose

three heuristic policies and numerically investigate when they can be effective. We also consider

some other extensions in Appendix B, such as systems with convex backordering costs, Markov

modulated demands, fixed ordering intervals, stochastic sequential leadtimes, and multiple stages.

In this paper, we make several assumptions in order to derive our results. For example, we

assume a fixed replenishment leadtime, linear and convexly increasing expediting costs, etc. In

future studies, one may consider a stochastic leadtime as in Kim et al. (2015) and analyze the

optimal policy for that system. Another possible research avenue is to incorporate setup costs

under our settings. However, the techniques developed in this paper are not applicable. It may be

possible to develop heuristics for the ordering, expediting and allocation decisions in that case.
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Appendix A
First, we summarize the properties of L♮-convexity in the following lemma.

Lemma 5. L♮-convex functions have the following properties:

(a) If f(v) is L♮-convex, then ψ(v, ζ) = f(v − ζe) is L♮-convex.

(b) If g(v, ζ) is L♮-convex, then f(v) = minζ≥0 g(v, ζ) is L♮-convex.

(c) Let ζ(v) = minargminζ≥0 g(v, ζ), then ζ(v) is nondecreasing in v and ζ(v + δe) ≤ ζ(v) + δ for any

δ > 0.

The proof is similar to that in Zipkin (2008) and is thus omitted. In particular, part (c) of Lemma 5 implies

that the minimizer of an L♮-convex function is nondecreasing in v, but the sensitivity is bounded by 1.

In the following, we frequently use the notions φ ∨ ζ = max{φ, ζ}, φ ∧ ζ = min{φ, ζ}, Φ ∨ Ξ = (φ1 ∨

ζ1, · · · , φN ∨ ζN ) and Φ ∧Ξ = (φ1 ∧ ζ1, · · · , φN ∧ ζN ), where Φ = (φ1, · · · , φN ) and Ξ = (ζ1, · · · , ζN ).

Proof of Lemma 1

Let x = (x1, · · · , xn+m) and x̃ = (x̃1, · · · , x̃n+m). Since f(x) is L♮-convex, f̃(x) = f(x) +
∑m+n

k=1 γkxk must

be L♮-convex as a linear function is L♮-convex and the summation preserves the L♮-convexity. Suppose

that under the state x − ηe the optimal indices are (i∗, j∗) and the optimal solutions are (y∗
i∗ , t∗n+j∗),

whereas under the state x̃ − η̃e the optimal indices are (io, jo) and the optimal solutions are (yo
io , tn+jo).

For the ease of exposition, we define y∗
i∗ = (y∗

i∗ , · · · , y∗
i∗), yo

io = (yo
io , · · · , yo

io), x1 = (x1, · · · , xn−1), and x̃1 =

(x̃1, · · · , x̃n−1) as the (n− 1)-dimensional vectors, and t∗
n+j∗ = (t∗n+j∗ , · · · , t∗n+j∗), to

n+jo = (ton+jo , · · · , ton+jo),

x2 = (xn+1, · · · , xn+m−1), and x̃2 = (x̃n+1, · · · , x̃n+m−1) as the (m− 1)-dimensional vectors.

Since y∗
i∗ , yo

io ≥ xn and t∗n+j∗ , ton+jo ≤ xn+m, we have

{
g(x− ηe) = f̃((x1 ∨y∗

i∗ , y∗
i∗ ,x2 ∨ t∗

n+j∗ , xn+m)− ηe)+ ζt(t
∗
n+j∗ − η)+ ζy(y∗

i∗ − η),

g(x̃− η̃e) = f̃((x̃1 ∨yo
io , yo

io , x̃2 ∨ to
n+jo , x̃n+m)− ηe)+ ζt(t

o
n+jo − η̃)+ ζy(yo

io − η̃).

Due to the L♮-convexity of f̃ , based on the above two expressions, we obtain the following inequality:

g(x− ηe)+ g(x̃− η̃e)

≥f̃(((x1 ∨y∗
i∗)∨ (x̃1 ∨yo

io), y∗
i∗ ∨ yo

io , (x2 ∨ t∗
n+j∗)∨ (x̃2 ∨ to

n+jo), xn+m ∨ x̃n+m)− ηe)

+ ζt(t
∗
n+j∗ ∨ ton+jo − η∨ η̃)+ ζy(y∗

i∗ ∨ yo
io − η∨ η̃)

+ f̃(((x1 ∨y∗
i∗)∧ (x̃1 ∨yo

io), y∗
i∗ ∧ yo

io , (x2 ∨ t∗
n+j∗)∧ (x̃2 ∨ to

n+jo), xn+m ∧ x̃n+m)− ηe)

+ ζt(t
∗
n+j∗ ∧ ton+jo − η∧ η̃)+ ζy(y∗

i∗ ∧ yo
io − η∧ η̃). (24)

Since (x1 ∨y∗
i∗)∧ (x̃1 ∨yo

io) ≥ (x1 ∧y∗
i∗)∧ (x̃1 ∧yo

io), (x2 ∨ t∗
n+j∗)∧ (x̃2 ∨ to

n+jo) ≥ (x2 ∧ t∗
n+j∗)∧ (x̃2 ∧ to

n+jo),

and f̃(x) is nondecreasing in x1, · · · , xn−1 and xn+1, · · · , xn+m−1, we have

f̃(((x1 ∨y∗
i∗)∧ (x̃1 ∨yo

io), y∗
i∗ ∧ yo

io , (x2 ∨ t∗
n+j∗)∧ (x̃2 ∨ to

n+jo), xn+m ∧ x̃n+m)− ηe)

≥f̃(((x1 ∧y∗
i∗)∧ (x̃1 ∧yo

io), y∗
i∗ ∧ yo

io , (x2 ∧ t∗
n+j∗)∧ (x̃2 ∧ to

n+jo), xn+m ∧ x̃n+m)− ηe).
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Then, based on the inequality (24),

g(x− ηe)+ g(x̃− η̃e) ≥f̃((x1 ∨ x̃1 ∨y∗
i∗ ∨yo

io , y∗
i∗ ∨ yo

io ,x2 ∨ x̃2 ∨ t∗
n+j∗ ∨ to

n+jo , xn+m ∨ x̃n+m)− ηe)

+ ζt(t
∗
n+j∗ ∨ ton+jo − η∨ η̃)+ ζy(y∗

i∗ ∨ yo
io − η ∨ η̃)

+ f̃((x1 ∧ x̃1 ∧y∗
i∗ ∧yo

io , y∗
i∗ ∧ yo

io ,x2 ∧ x̃2 ∧ t∗
n+j∗ ∧ to

n+jo , xn+m ∧ x̃n+m)− ηe)

+ ζt(t
∗
n+j∗ ∧ ton+jo − η∧ η̃)+ ζy(y∗

i∗ ∧ yo
io − η ∧ η̃). (25)

Since xn ∨ x̃n ≤ y∗
i∗ ∨ yo

io ≤ min{x1 ∨ x̃1, t
∗
n+j∗ ∨ ton+jo} and xn+1 ∨ x̃n+1 ≤ t∗n+j∗ ∨ ton+jo ≤ xn+m ∨ x̃n+m, then

y∗
i∗ ∨ yo

io and t∗n+j∗ ∨ ton+jo are feasible solutions to g(x ∨ x̃ − η ∨ η̃e). Similarly, y∗
i∗ ∧ yo

io and t∗n+j∗ ∧ ton+jo

are feasible solutions to g(x ∧ x̃− η ∧ η̃e). As a result, based on the inequality (25), we have

g(x− ηe)+ g(x̃− η̃e) ≥ g(x ∨ x̃ − η∨ η̃e)+ g(x∧ x̃ − η ∧ η̃e)

because the feasible solutions lead to a higher value of the function g(x∨ x̃− η∨ η̃e)+ g(x∧ x̃− η∧ η̃e).

Proof of Lemma 2

In period t, we let (w,x) be the initial state and q∗ be the optimal ordering quantity. After observing the

realized demand D, we denote by a∗ = (a∗
0, · · · , a

∗
n) the optimal quantities of inventory allocated to demand

classes 0, · · · , n, and o∗
t = (o∗

1,t, · · · , o
∗
l,t) the optimal expediting quantities from leadtime positions 1, · · · , l.

Then,

ft(w,x) =cq∗ + gt(w̄, x̄)

=cq∗ +

n∑

k=0

bk(wk +Dk − a∗
k)+ h(x0 + x1 −

n∑

k=0

a∗
k +

l∑

i=2

o∗
i )+

l∑

i=1

sio
∗
i + βft+1(w + D − a∗, x̂),

where x̂ = (x̂0, · · · , x̂l−1), x̂0 = x0 + x1 −
∑n

k=0 a
∗
k +

∑l

i=2 o
∗
i , and x̂i = xi+1 − o∗

i+1 for i= 1, · · · , l− 1.

To prove Lemma 2 (1), we consider another initial state (w + δ1(em+1 − ej+1),x) in period t, where

0 ≤ δ1 ≤wj and n≥m> j ≥ 0. The state results from the decision in period t− 1 such that serving δ1 more

backorders of class j and accordingly δ1 fewer backorders of class m. Hence, the costs in periods 1, · · · , t− 2

are kept the same but the cost in period t− 1 increases by (bm − bj)δ1. Hence, we shall prove that

ft(w + δ1(em+1 − ej+1),x)+
δ1
β

(bm − bj) ≤ ft(w,x) (26)

for m> j by induction. The property holds in period T + l+1 since bm < bj . Suppose that it holds for period

t+ 1, it suffices to show that the property holds in period t as well.

Let δ̄1 = min{a∗
j , δ1}. Then, δ̄1 ≤ δ1. Under the state (w + δ1(em+1 − ej+1),x), q∗ is a feasible ordering

decision and ā = a∗ − δ̄1(ej+1 − em+1) is a feasible inventory allocation policy. Hence,

ft(w,x)−

[
ft(w + δ1(em+1 − ej+1),x)+

δ1
β

(bm − bj)

]

≥− (bm − bj)
δ1
β

− (bm − bj)(δ1 − δ̄1)+ βft+1(w + D − a∗, x̂)− βft+1(w + (δ1 − δ̄1)(em+1 − ej+1)+ D − a∗, x̂)

≥− (bm − bj)
δ1
β

− (bm − bj)(δ1 − δ̄1)+ (δ1 − δ̄1)(bm − bj) ≥ 0

due to bm < bj for m> j and the inductive assumption.
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Since substituting any quantity of the backorders from class m by the same quantity of backorders from

class j in period t−1 would incur less total cost, it follows that it is always optimal to satisfy higher-priority

demands first. Specifically, we should first fulfill class 0 demand and then class 1 demand and so on. We thus

have completed the proofs of Lemma 2 (1).

To prove Lemma 2 (2), we consider another initial state (w,x + δ2(er+1 − ei+1)) in period t, where

0 ≤ δ2 ≤ xi and r > i. The state results from the decision in period t− 1 such that expediting δ2 more units

of inventory from leadtime position i+1 and δ2 less from leadtime position r+1. Hence, we shall prove that

ft(w,x+ δ2(er+1 − ei+1))+
δ2
β

(si+1 − sr+1) ≤ ft(w,x) (27)

for l−1 ≥ r > i≥ 0 by induction. Let δ̄2 = min{o∗
i , δ2}. Then, δ̄2 ≤ δ2. Under the state (w,x+δ2(er+1−ei+1)),

q∗ is a feasible ordering decision and ō = o∗ − δ̄2(ei+1 − er+1) is a feasible inventory expediting policy.

Suppose that the property holds in period t+ 1. Then,

ft(w,x)− [ft(w,x+ δ2(er+1 − ei+1))+
δ2
β

(si+1 − sr+1)]

≥
δ2
β

(sr+1 − si+1)− δ̄2(sr − si)+ βft+1(w + D − a∗, x̂)− βft+1(w + D − a∗, x̂+ (δ2 − δ̄2)(er − ei))

≥
δ2
β

(sr+1 − si+1)− δ̄2(sr − si)− (δ2 − δ̄2)(sr − si) ≥ 0

duo to sr+1 −si+1 ≥ sr −si ≥ 0, β ≤ 1, and the inductive assumption. In addition, since the positive on-hand

inventory would incur holding costs, it is always better to serve demands with on-hand inventory first than

to serve them with expedited inventory from stage 1.

The results imply that substituting any quantity of inventory at leadtime position r by the same quantity

of inventory at leadtime position i for any i < r would incur less total cost. Hence, it is always optimal to

serve demands with on-hand inventory first and, if expediting is necessary, it is optimal to expedite inventory

from leadtime position i if and only if there is no inventory at leadtime positions 0, · · · , i− 1. We thus have

completed the proof of Lemma 2 (2).

Proof of Lemma 3

Suppose that we expedite up to leadtime position i and set its net inventory level be ti after inventory

expediting and allocation, and we also allocate up to demand class j and set the negatively aggregated

backorder quantity of classes j, · · · , n be yj . Based on the definition of the transformed state variables,






xl = vl − vl−1,

wk +Dk − ak = 0, k= 0, · · · , i− 1,

wj +Dj − aj = z̄j+1 − yj,

wk +Dk − ak = z̄k+1 − z̄k, k= j+ 1, · · · , n,

x0 +
∑l

r=1 or −
∑n

k=0 ak = ti − yj,

or = v̄r − v̄r−1, r= 1, · · · , i− 1,

oi = ti − v̄i−1,

or = 0, r= i+ 1, · · · , l.
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It follows that
n∑

k=0

bk(wk +Dk − ak)+ h(x0 +

l∑

r=1

or −

n∑

k=0

ak)+

l∑

r=1

sioi =

n∑

k=j+1

b̂kz̄k − bjyj + h(ti − yj)+

i−1∑

r=0

ŝrv̄r + siti.

For the initial state of the next period t+1, we discuss it in detail as follows. Based on Lemma 2, if we decide

to allocate up to demand class j then we must have fulfilled all demands of classes 0, · · · , j−1. In this case, we

shall have z0+ = · · · = zj+ = yj ; see (5). Moreover, the allocation to demand classes 0, · · · , j won’t change the

variables z(j+1)+, · · · , zn+; see (5). Similarly, if we decide to expedite up to leadtime position i, then there is

no inventory at lower leadtime positions. In this case, we shall have v0+ = · · · = v(i−2)+ = ti; see (6). Moreover,

the expediting decision for leadtime positions 1, · · · , i won’t change the variables v(i−1)+, · · · , v(l−1)+; see (6).

Hence, if we decide to expedite up to leadtime position i and allocate up to demand class j, the optimal

expediting and allocation policies are given by Fij,t(z̄, v̄) in (9). When it is infeasible to allocate inventory

to demand class j, we have Fij ≡ ∞ and we would not choose such a pair of (i, j). Therefore,

ḡt(z̄, v̄) = min
j=0,··· ,n,i=1,··· ,l

Fij,t(z̄, v̄)

is the optimal cost given (z,v, vl) and the realized demand D. Then, it is easy to observe that the optimization

problem in (8) and (9) is equivalent to the optimization problem in (2).

Since

f̄t(z,v) = min
vl≥vl−1

E[c(vl − vl−1)+ ḡt(zn −Dn, · · · , z0 −

n∑

k=0

Dk, (v, vl)−

n∑

k=0

Dke)],

it follows that f̄t(z,v) is the optimal cost from period t and onward, which is equivalent to the optimal cost

function ft(w,x) in (1).

We then show the monotone properties. To show that f̄t(z,v)+ Φ′

β
z is nondecreasing in zj for j = 1, · · · , n,

we shall show that f̄t(z − δen+1−j ,v)+ Φ′

β
(z − δen+1−j) ≤ f̄t(z,v)+ Φ′

β
z, i.e., f̄t(z − δen+1−j ,v)− δ

β
(bj−1 −

bj) ≤ f̄t(z,v). According to the definition of zj, decreasing zj is equivalent to increasing wj and decreasing

wj−1. Then, based on the inequality (26), f̄t(z − δen+1−j ,v) − δ
β
(bj−1 − bj) ≤ f̄t(z,v) must hold. Hence,

f̄t(z,v)+ Φ′

β
z is nondecreasing in zj for j = 1, · · · , n. Similarly, to show that f̄t(z,v)+ Θ′

β
v is nondecreasing

in vi for i= 0, · · · , l− 2, we shall show that f̄t(z,v − δei+1) + Θ′

β
(v − δei+1) ≤ f̄t(z,v) + Θ′

β
v, i.e., f̄t(z,v −

δei+1)− δ
β
(si+2 − si+1) ≤ f̄t(z,v). As decreasing vi is equivalent to decreasing xi and increasing xi+1. Based

on the inequality (27), we conclude that f̄t(z,v)+ Θ′

β
v is nondecreasing in vi for i= 0, · · · , l− 2.

Proof of Theorem 1

Part (1). We show the result by induction. Note that f̄T+l+1, ḡT+l+1 are L♮-convex. Suppose that f̄t+1 is

L♮-convex. Then, it suffices to show that f̄t and ḡt are L♮-convex.

Note that

f̄t(z − ηe,v − ηe) = min
vl≥vl−1

E

[
c(vl − vl−1)+ ḡt(zn − η−Dn, · · · , z0 − η−

n∑

k=0

Dk, (v, vl)− ηe−

n∑

k=0

Dke)

]
,

and ḡt(z̄ − ηe, v̄ − ηe) = minj=0,··· ,n, i=1,··· ,l Fij,t(z̄ − ηe, v̄ − ηe), where for j = 0, · · · , n, i= 1, · · · , l

Fij,t(z̄ − ηe, v̄ − ηe) = min
z̄j≤yj≤min{z̄j+1,ti},v̄i−1≤ti≤v̄i

F̃ij,t
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and

F̃ij,t ≡βf̄t+1(z̄n − η, · · · , z̄j+1 − η,

j+1︷ ︸︸ ︷
yj − η, · · · , yj − η,

i−1︷ ︸︸ ︷
ti − η, · · · , ti − η, v̄i − η, · · · , v̄l − η)

+

i−1∑

k=0

ŝk(v̄k − η)+ si(ti − η)+

n∑

k=j+1

b̂k(z̄k − η)− bj(yj − η)+ h(ti − yj).

We shall show that F̃ij,t has the same properties with the term f̃ + γ̄ttn+j + γ̄yyi in Lemma 1, and based

on which we show the L♮-convexity of ḡt based on Lemma 1. We rewritten F̃ij,t as follows (noting that

z̄n ≥ · · · ≥ z̄0 ≤ v̄0 ≤ v̄1 ≤ · · · v̄l, z̄j ≤ yj ≤ min{z̄j+1, ti}, v̄i−1 ≤ ti ≤ v̄i):

F̃ij,t = f̃t(z̄n ∨ yj − η, · · · , z̄0 ∨ yj − η, ti ∨ v̄1 − η, · · · , ti ∨ v̄l − η)+ hti − hyj +

l−1∑

k=0

ŝk(v̄k − η)

where

f̃t(z̄n ∨ yj − η, · · · , z̄0 ∨ yj − η, ti ∨ v̄1 − η, · · · , ti ∨ v̄l − η)

=βf̄t+1(z̄n ∨ yj − η, · · · , z̄0 ∨ yj − η, ti ∨ v̄1 − η, · · · , ti ∨ v̄l − η)+

n∑

k=0

b̂k(z̄k ∨ yj − η)−

l−1∑

k=0

ŝk(ti ∨ v̄k − η).

Based on Lemma 3, βf̄t+1(z,u) + b̂jzj is nondecreasing in zj for j = 1, · · · , n and βf̄t+1(z,u) − ŝi+1vi

is nondecreasing in vi for i= 0, · · · , l− 2. Hence, we conclude that f̃t is nondecreasing in (z̄n ∨ yj, · · · , z̄0 ∨

yj , v̄1 ∨ ti, · · · , v̄l ∨ ti), which is similar to f̃ in Lemma 1. Moreover, hti −hyj corresponds to ζttn+j + ζyyi in

Lemma 1. We also have v̄l ≥ · · · ≥ v̄0 ≥ z̄0 ≤ z̄1 ≤ · · · ≤ z̄n by our definition. These lead to the result that ḡt is

L♮-convex in (z̄, v̄) by Lemma 1. Furthermore, notice that vl ≥ vl−1 is a sublattice and, from Theorem 2.7.6

of Topkis (1998), we know that submodularity can be preserved under the minimization over a sublattice.

As a result, f̄t is L♮-convex in (z,v). We thus have completed the inductive proof.

Part (2). Since

(Yij,t(z̄, v̄),Rij,t(z̄, v̄)) =min argmin
z̄j≤yj≤min{z̄j+1,ti},v̄i−1≤ti≤v̄i

[

i−1∑

k=0

ŝkv̄k + siti +

n∑

k=j+1

b̂kz̄k − bjyj + h(ti − yj)

+ βf̄t+1(z̄n, · · · , z̄j+1,

j+1︷ ︸︸ ︷
yj, · · · , yj,

i−1︷ ︸︸ ︷
ti, · · · , ti, v̄i, · · · , v̄l−1, v̄l)],

Rij,t(z̄, v̄) and Yij,t(z̄, v̄) are only related to z̄n, · · · , z̄j+1, yj and ti, v̄i, · · · , v̄l. Note that yj is within the range

[z̄j , z̄j+1] and ti is within the range [v̄i−1, v̄i]. Hence, Rij,t(z̄, v̄) and Yij,t(z̄, v̄) are independent of z̄j−1, · · · , z̄0

and v̄0, · · · , v̄i−2. In addition, according to Lemma 5 (c), the L♮-convexity of f̄t+1 implies that Rij,t(z̄, v̄)

and Yij,t(z̄, v̄) are nondecreasing in (z̄, v̄) (more specifically, z̄n, · · · , z̄j and v̄i−1, · · · , v̄l since Rij,t(z̄, v̄) and

Yij,t(z̄, v̄) are independent of the other items).

Part (3). Since Rij,t(z̄, v̄) and Yij,t(z̄, v̄) are nondecreasing in z̄, v̄, it follows that i∗t (z̄, v̄) and j∗
t (z̄, v̄) are

also nondecreasing in (z̄, v̄).

Parts (4) and (5). Due to the sequential property of inventory expediting and allocation, the optimal

solutions Rij,t(z̄, v̄) and Yij,t(z̄, v̄) directly imply the optimal policies described in Theorem 1.

Part (6). From Part (1), we know that ḡt is L♮-convex. Then based on Lemma 5 (c), we know that S∗
t (z,v) is

nondecreasing in (z,v) and satisfies S∗
t (z +δe,v+δe) ≤ S∗

t (z,v)+δ. Then clearly the inequalities S∗
t (z,v) ≤
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S∗
t (z +δe,v+δe) ≤ S∗

t (z,v)+δ must be valid. With S∗
t (z,v) = q∗

t (z,v)+vl−1, we have that q∗
t (z,v+δel) =

S∗
t (z,v+δel)−δ−vl−1 ≥ S∗

t (z,v)−δ−vl−1 = q∗
t (z,v)−δ. Clearly, q∗

t (z,v+δel) ≥ q∗
t (z,v)−δ holds. Due to

the inequality S∗
t (z + δe,v+ δe) ≤ S∗

t (z,v)+ δ, we obtain q∗
t (z + δe,v+ δe) = S∗

t (z + δe,v + δe)− δ−vl−1 ≤

S∗
t (z,v)− vl−1 = q∗

t (z,v), i.e., q∗
t (z + δe,v + δe) ≤ q∗

t (z,v).

Proof of Theorem 2

By Theorem 1, we have S∗
t (w,x + δ(−ei+1 + ei)) = S∗

t (z,v + δei) ≥ S∗
t (z,v) = S∗

t (w,x) for i= 1, · · · , l− 1

and q∗
t (w,x+δel) = q∗

t (z,v+δel) ≥ q∗
t (w,x)−δ. For i= 1, · · · , l−1, we can obtain q∗

t (z,v+δei) = S∗
t (z,v+

δei) − vl−1 = q∗
t (w,x + δ(ei − ei+1)) ≥ q∗

t (w,x), which means that decreasing any quantity of inventory at

leadtime position i and increasing the same quantity of inventory at leadtime position i− 1 would lead to a

larger value of the optimal ordering quantity. It follows that q∗
t (w,x+ δe1) ≥ · · · ≥ q∗

t (w,x+ δel). Hence, we

obtain that q∗
t (w,x + δe1)− q∗

t (w,x) ≥ · · · ≥ q∗
t (w,x+ δel)− q∗

t (w,x) ≥ −δ.

Because that it is always to fulfill class 0 demand with, if possible, the on-hand inventory first, decreasing

any quantity of class 0 demand is equivalent to increasing the same quantity of on-hand inventory, i.e.,

q∗
t (w,x + δe1) = q∗

t (w − δe1,x). Also, q∗
t (w + δ(ej − ej−1),x) = q∗

t (z − δej ,v) ≤ q∗
t (z,v) = q∗

t (w,x) for

j = 2, · · · , n+ 1, where the inequality holds due to the facts that q∗
t (z,v) = S∗

t (z,v) − vl−1 and S∗
t (z,v) is

nondecreasing in z and v. It indicates that substituting any quantity of class j−1 backorders with the same

quantity of class j backorders would lead to a smaller value of optimal ordering quantity, i.e., q∗
t (w−δe1,x) ≤

q∗
t (w − δe2,x) ≤ · · · ≤ q∗

t (w − δen+1,x). In addition, by Theorem 1, we have q∗
t (z + δe,v + δe) ≤ q∗

t (z,v).

Then q∗
t (w−δen+1,x) = q∗

t (z+δe, v+δe) ≤ q∗
t (z,v) = q∗

t (w,x). As a result, we obtain −δ≤ q∗
t (w,x+δe1)−

q∗
t (w,x) = q∗

t (w − δe1,x)− q∗
t (w,x) ≤ q∗

t (w − δe2,x)− q∗
t (w,x) ≤ · · · ≤ q∗

t (w − δen+1,x)− q∗
t (w,x) ≤ 0.

Due to L♮-convexity of ḡt, it follows that Yij,t(z̄, v̄),Rij,t(z̄, v̄) are nondecreasing in (z̄n, · · · , z̄j, v̄i−1, · · · , v̄l)

and are independent of (z̄j−1, · · · , z̄0, v̄0, · · · , v̄i−2). Note that we only fulfill class j demand if we have fulfilled

all demands of classes 0, · · · , j − 1, which implies that a∗
j,t(w̄ + δek, x̄) = a∗

j,t(w̄, x̄ − δe1) for k = 1, · · · , j.

Hence,

a∗
j,t(w̄ + δe1, x̄)− a∗

j,t(w̄, x̄) = · · · = a∗
j,t(w̄ + δej , x̄)− a∗

j,t(w̄, x̄) ≤ 0.

By Theorem 1, Yij,t(z̄, v̄) is nondecreasing in z̄, v̄ (note that a∗
j,t(z̄ + δej+1, v̄) = Yij,t(z̄ + δej+1, v̄)− z̄j −

δ≥ Yij,t(z̄, v̄)− z̄j −δ= a∗
j,t(z̄, v̄)−δ). Then Yij,t(z̄, v̄) ≤ Yij,t(z̄n +δ, · · · , z̄j +δ, v̄+δe) ≤ Yij,t(z̄n, · · · , z̄j, v̄)+

δ, which implies that a∗
j,t(w̄, x̄) ≤ a∗

j,t(w̄ − δej+1, x̄) + δ ≤ a∗
j,t(w̄, x̄) + δ. Then it is easy to obtain that

a∗
j,t(w̄ + δej+1, x̄) ≤ a∗

j,t(w̄, x̄)+ δ. In addition, Yij,t(z̄ + δek, v̄) ≥ Yij,t(z̄, v̄) for k > j+1, which implies that

a∗
j,t(w̄ − δ(ek − ek−1), x̄) ≥ a∗

j,t(w̄, x̄). This inequality is equivalent to a∗
j,t(w̄ + δek−1, x̄) ≥ a∗

j,t(w̄ + δek, x̄).

Moreover, a∗
j,t(w̄ + δen+1, x̄) = Yij,t(z̄ − δe, v̄ − δe) − (z̄j − δ) ≤ Yij,t(z̄, v̄) − (z̄j − δ) = a∗

j,t(w̄, x̄) + δ. As a

result, we have

δ≥ a∗
j,t(w̄ + δej+1, x̄)− a∗

j,t(w̄, x̄) ≥ · · · ≥ a∗
j,t(w̄ + δen+1, x̄)− a∗

j,t(w̄, x̄) ≥ 0.

Similarly, Yij,t(z̄, v̄ + δek) ≥ Yij,t(z̄, v̄) implies that a∗
j,t(w̄, x̄ + δ(ek − ek+1)) ≥ a∗

j,t(w̄, x̄) for k = 1, · · · , l.

In addition, a∗
j,t(w̄, x̄ + δel+1) = a∗

j,t(z̄, v̄ + δel+1) = Yij,t(z̄, v̄ + δel+1) − z̄j ≥ Yij,t(z̄, v̄) − z̄j ≥ a∗
j,t(z̄, v̄) =
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a∗
j,t(w̄, x̄). Note that a∗

j,t(w̄ + δej+1, x̄+ δe1) = Yij,t(z̄0 − δ, · · · , z̄j − δ, z̄j+1, · · · , z̄n, v̄)− z̄j + δ≤ Yij,t(z̄, v̄)−

z̄j +δ= a∗
j,t(w̄, x̄)+δ, i.e., a∗

j,t(w̄+δej+1, x̄+δe1) ≤ a∗
j,t(w̄, x̄)+δ. Also a∗

j,t(w̄, x̄+δe1) ≤ a∗
j,t(w̄+δej+1, x̄+

δe1) because of the proved result that a∗
j,t(w̄ + δej+1, x̄)− a∗

j,t(w̄, x̄) ≥ 0. Hence, we obtain

δ≥ a∗
j,t(w̄, x̄+ δe1)− a∗

j,t(w̄, x̄) ≥ · · · ≥ a∗
j,t(w̄, x̄+ δel+1)− a∗

j,t(w̄, x̄) ≥ 0.

Note that a∗
j,t(w̄ − δe1, x̄) = a∗

j,t(w̄, x̄+ δe1). Then a∗
j,t(w̄ − δe1, x̄)−a∗

j,t(w̄, x̄) ≤ δ, which is equivalent to

a∗
j,t(w̄ + δe1, x̄)+ δ≥ a∗

j,t(w̄, x̄). Therefore, we must have

−δ≤ a∗
j,t(w̄ + δe1, x̄)− a∗

j,t(w̄, x̄) = · · · = a∗
j,t(w̄ + δej , x̄)− a∗

j,t(w̄, x̄) ≤ 0

For the expediting quantity, following properties can be derived based on the similar argument shown

above. We only expedite inventory at leadtime position i if we have expedited all inventory at lower leadtime

positions, which implies that o∗
i,t(w̄ − δe1, x̄) = o∗

i,t(w̄, x̄+ δek) for k= 1, · · · , i. Hence,

0 ≥ o∗
i,t(w̄, x̄+ δe1)− o∗

i,t(w̄, x̄) = · · · = o∗
i,t(w̄, x̄ + δei)− o∗

i,t(w̄, x̄).

Since o∗
i,t(z̄, v̄) =Rij,t(z̄, v̄) − v̄i−1 and Rij,t(z̄, v̄) is nondecreasing in (z̄n, · · · , z̄j, v̄i−1, · · · , v̄l) and are inde-

pendent of (z̄j−1, · · · , z̄0, v̄0, · · · , v̄i−2), by a similar argument shown in the proof related to the optimal

allocation policy, we can show that





δ≥ o∗
i,t(w̄, x̄+ δei+1)− o∗

i,t(w̄, x̄) ≥ · · · ≥ o∗
i,t(w̄, x̄+ δel+1)− o∗

i,t(w̄, x̄) ≥ 0,

δ≥ o∗
i,t(w̄ + δe1, x̄)− o∗

i,t(w̄, x̄) ≥ · · · ≥ o∗
i,t(w̄ + δen+1, x̄)− o∗

i,t(w̄, x̄) ≥ 0,

0 ≥ o∗
i,t(w̄, x̄+ δe1)− o∗

i,t(w̄, x̄) = · · · = o∗
i,t(w̄, x̄+ δei)− o∗

i,t(w̄, x̄) ≥ −δ.

Proof of Theorem 3.

The optimal rationing level is independent of the on-hand inventory state x̂0. When making the allocation

decisions for the demands, it is optimal to fulfill class j demand only if we have fulfilled all the demands of

classes 0, · · · , j−1 (see in Lemma 2). Hence, the optimal rationing level of class j demand is also independent

of (w̄0, · · · , w̄j−1).

Recall that we have shown that f̄t is L♮-convexity, which implies the convexity as indicated by Zipkins

(2008). We thus define the optimal rationing level for class j demand, denoted by rj,t(x̂−0, w̄j , · · · , w̄n), as

the minimum rj such that for arbitrarily small δ > 0

bjδ+ hδ+ βf̄t+1(−

n∑

k=j

w̄k − δ, · · · ,−

n∑

k=j

w̄k − δ

︸ ︷︷ ︸
j+1

,−

n∑

k=j+1

w̄k, · · · ,−

n∑

k=n

w̄k,−

n∑

k=j

w̄k + rj +

1∑

k=1

x̂k, · · · ,

−

n∑

k=j

w̄k + rj +

l∑

k=1

x̂k)] − βft+1(−

n∑

k=j

w̄k, · · · ,−

n∑

k=j

w̄k

︸ ︷︷ ︸
j+1

,−

n∑

k=j+1

w̄k, · · · ,−

n∑

k=n

w̄k,

−

n∑

k=j

w̄k + rj +

1∑

k=1

x̂k, · · · ,−

n∑

k=j

w̄k + rj +

l∑

k=1

x̂k) ≥ 0,
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i.e., it is the minimum value under which the system is better off by fulfilling a small enough amount of

class j demand. Due to the convexity of f̄t+1, we only allocate inventory to class j if x̂0 −
∑j−1

k=0 w̄k ≥

rj,t(x̂−0, w̄j , · · · , w̄n).

We shall then show that rj,t(x̂−0, w̄j , · · · , w̄n) is independent of (w̄j , · · · , w̄n) as well. To accomplish this,

we first show that rj,t(x̂−0, w̄j + δ, · · · , w̄n) = rj,t(x̂−0, w̄j , · · · , w̄n) for any δ > 0. In other words, we shall

show that the states (0, · · · ,0, w̄j, · · · , w̄n, x̂0 −
∑j−1

k=0 w̄k, x̂−0) and (0, · · · ,0, w̄j + δ, w̄j+1, · · · , w̄n, x̂0 + δ −
∑j−1

k=0 w̄k, x̂−0) have the same optimal rationing level for demand class j, since the optimal rationing levels

for the two states are rj,t(x̂−0, w̄j , · · · , w̄n) and rj,t(x̂−0, w̄j + δ, w̄j+1, · · · , w̄n) respectively.

We let wm+ and ŵm+, m ∈ {0, · · · , n}, be the remaining backorder quantities of class m under the two

states (0, · · · ,0, w̄j, · · · , w̄n, x̂0 −
∑j−1

k=0 w̄k, x̂−0) and (0, · · · ,0, w̄j + δ, w̄j+1, · · · , w̄n, x̂0 + δ −
∑j−1

k=0 w̄k, x̂−0),

respectively. Under the case of x̂0 −
∑j−1

k=0 w̄k − rj,t(x̂−0, w̄j , · · · , w̄n) (otherwise the allocation decisions are

not required for demands of classes j, · · · , n),
{
wj+ =

[∑j

k=0 w̄k − x̂0 + rj,t(x̂−0, w̄j, · · · , w̄n)
]+
,

ŵj+ =
[∑j

k=0 w̄k + δ− x̂0 − δ+ rj,t(x̂−0, w̄j + δ, w̄j+1, · · · , w̄n)
]+
.

As shown in Theorem 2, under the same inventory state x, increasing the backorder quantity of class j leads

to an increase of the optimal allocation quantity, or equivalently, a decrease of the optimal reservation level

for class j. Hence, rj,t(x̂−0, w̄j +δ, · · · , w̄n) ≤ rj,t(x̂−0, w̄j , · · · , w̄n). Theorem 2 also implies that rj,t(x̂−0, w̄j +

δ, w̄j+1, · · · , w̄n) = rj,t(x̂−0, w̄j , · · · , w̄n). rj,t(x̂−0, w̄j + δ, w̄j+1, · · · , w̄n) ≤ rj,t(x̂−0, w̄j , · · · , w̄j+k−1, w̄j+k +

δ, w̄j+k+1, · · · , w̄n) ≤ rj,t(x̂−0, w̄j , · · · , w̄n) for k= 1, · · · , n−j, since the property a∗
j,t(w+δej+k,x) ≤ a∗

j,t(w+

δej ,x) ≤ a∗
j,t(w,x) holds for k ≥ 1 and δ > 0. We thus have ŵj+ ≤ wj+, which implies that it must be

optimal to fulfill at least δ amount of class j demand under the state (0, · · · ,0, w̄j + δ, w̄j+1, · · · , w̄n, x̂0 + δ−
∑j−1

k=0 w̄k, x̂−0).

The allocation policy for class j can then be divided into two steps. First, we fulfill δ amount of class j

demand under the state (0, · · · ,0, w̄j + δ, w̄j+1, · · · , w̄n, x̂0 + δ −
∑j−1

k=0 w̄k, x̂−0) since in this case we know

that it is optimal to fulfill at least δ amount of class j demand, and afterwards the resulting state is

(0, · · · ,0, w̄j, · · · , w̄n, x̂0 −
∑j−1

k=0 w̄k, x̂−0). It is clear that rj,t(x̂−0, w̄j , · · · , w̄n) is the optimal rationing level

under the resulting state after the first step. Therefore, rj,t(x̂−0, w̄j +δ, w̄j+1, · · · , w̄n) = rj,t(x̂−0, w̄j , · · · , w̄n).

Next, we show that the preceding result implies that the optimal rationing level rj,t are indepen-

dent of all other backorder quantities. Recall that rj,t(x̂−0, w̄j + δ, w̄j+1, · · · , w̄n) ≤ rj,t(x̂−0, w̄j , w̄j+1 +

δ, w̄j+2, · · · , w̄n) ≤ · · · ≤ rj,t(x̂−0, w̄j , · · · , w̄n). It follows that

rj,t(x̂−0, w̄j, · · · , w̄j+k−1, w̄j+k + δ, w̄j+k+1, · · · , w̄n) = rj,t(x̂−0, w̄j , · · · , w̄n)

for any k= 1, · · · , n− j and δ > 0. We thus conclude that the optimal rationing level for class j is independent

of the backorder quantities of stages j, · · · , n (i.e., w̄j , · · · , w̄n).

In summary, (i) the optimal rationing levels for different stages are independent of the backorder quantities

of different demand classes, and (ii) in order to determine the optimal rationing levels we just need to consider

rj,t(x̂−0,0, · · · ,0).
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Proof of Lemma 4

The proof can be shown by induction. Note that f̄T+l+1 clearly is submodular in b̃,z,v. Suppose that f̄t+1

is submodular in b̃,z,v, then it is sufficient to show that f̄t and ḡt are submodular in b̃,z,v.

Note that

f̄t(b̃,z,v) = min
vl≥vl−1

E

[
c(vl − vl−1)+ ḡt

(
b̃, zn −Dn, · · · , z0 −

n∑

k=0

Dk, (v, vl)−

n∑

k=0

Dke

)]
,

and ḡt(b̃, z̄, v̄) = minj=0,··· ,n, i=1,··· ,l Fij,t(b̃, z̄, v̄), where,

Fij,t(b̃, z̄, v̄) = min
z̄j≤yj≤min{z̄j+1,ti},v̄i−1≤ti≤v̄i

[
i−1∑

k=0

ŝkv̄k + siti −
n∑

k=j+1

(−b̂k)z̄k −

j∑

k=0

(−b̂k)yj + h(ti − yj)

βf̄t+1(b̃, z̄n, · · · , z̄j+1,

j+1︷ ︸︸ ︷
yj, · · · , yj,

i−1︷ ︸︸ ︷
ti, · · · , ti, v̄i, · · · , v̄l)


 ,

for j = 0, · · · , n and i= 1, · · · , l. Clearly, the function Fij,t here has the same properties with the function

Fij,t in the proof of Theorem 1. Then, with the same reasons stated in the proof of Theorem 1 and also

the fact that −
∑n

k=j+1(−b̂k)z̄k −
∑j

k=0(−b̂k)yj is submodular in −b̂0, · · · ,−b̂n, z̄j+1, · · · , z̄n, yj, we have that

ḡt is submodular in (b̃, z̄, v̄). Note that the presence of b̃ would not change the submodularity since b̂ are

not decision variables. Since vl ≥ vl−1 is a sublattice, from Theorem 2.7.6 of Topkis (1998) we know that

submodularity can be preserved under the minimization over a sublattice. As a result, f̄t is submodular in

(b̃,z,v). That completes the inductive proof.

With the above result, we have that q∗
t (b̃,z,v) = St(b̃,z,v) − vl−1 must be nondecreasing in b̃. Hence,

q∗
t (b̃,z,v) ≤ q∗

t (b0,0, · · · ,0,z,v) since b̃ ≤ (b0,0, · · · ,0, ).

Proof of Proposition 2.

We show the results by induction. In the terminal period T + l+1, f̄T+l+1(v) is decomposable as f̄T+l+1(v) ≡

0. Suppose that f̄t+1(v) is decomposable and can be expressed as f̄t+1(v) =
∑l−1

i=0 f̄i,t+1(vi) for the convex

functions f̄i,t+1(·)’s. We shall show that f̄t(v) is decomposable as well.

Based on the decomposition of f̄t+1(v), we have

ḡt(z̄, v̄) =− s1(v̄0 − v̄0 ∨ 0)+

l∑

i=1

(si − si+1)(v̄i − v̄i ∨ 0)+ h(v̄0 ∨ 0)+ β

l∑

i=1

f̄i−1,t+1(v̄i ∨ 0).

Let 



ḡ0,t(ζ) = −s1(ζ − ζ ∨ 0)+ h(ζ ∨ 0),

ḡ1,t(ζ) = (s1 − s2)(ζ − ζ ∨ 0)+ βf̄0,t+1(ζ ∨ 0),

ḡi,t(ζ) = (si − si+1)(ζ − ζ ∨ 0)+ βf̄i−1,t+1(ζ ∨ 0), i= 2, · · · , l.

Then, ḡt(z̄, v̄) =
∑l

i=0 ḡi,t(v̄i), where ḡi,t(·)’s are all single-variable convex functions. Let

E[c(vl − vl−1)+ ḡt((v, vl)− (D0 +D1)e)] =

l∑

i=0

Gi,t(vi),

where 



Gi,t(ζ) = E[ḡi,t(ζ −D0 −D1)], i= 0, · · · , l− 2,

Gl−1,t(ζ) = −cζ + E[ḡl−1,t(ζ −D0 −D1)],

Gl,t(ζ) = cζ + E[ḡl,t(ζ −D0 −D1)].
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Now define

St = minargmin
ζ
Gl,t(ζ).

The constant St is the base stock level. Based on convexity, the optimal ordering decision in period t is

as follows: if vl−1 < St, then it is optimal to order up to St; otherwise, it is optimal to ordering nothing.

Accordingly, under the optimal policy, v∗
l = vl−1 ∨St and the function Gl,t(v

∗
l ) =Gl,t(vl−1 ∨St).

Finally, we let
{
f̄i,t(ζ) =Gi,t(ζ), i= 0, · · · , l− 2,

f̄l−1,t(ζ) =Gl−1,t(ζ)+Gl,t(ζ ∨St).

Then, the value function f̄t(v) is decomposable and can be expressed as

f̄t(v) =

l−1∑

i=0

f̄i,t(vi)

with the convex functions f̄i,t(ζ)’s.

We thus conclude that a base stock level is optimal for the ordering decision and the value function f̄t(v)

is decomposable in each period t.

Proof of Proposition 3.

Let D=D0 +D1. Then, based on (14) - (16),

f̄0,t(ζ) =E [−s1(ζ −D− (ζ −D)∨ 0)+ h((ζ −D)∨ 0)] ,

f̄i,t(ζ) =E
[
(si − si+1)(ζ −D− (ζ −D)∨ 0)+ βf̄i−1,t+1((ζ −D)∨ 0)

]
, i= 1, · · · , l− 2,

f̄l−1,t(ζ) =E
[
−cζ + (sl−1 − sl)(ζ −D− (ζ −D)∨ 0)+ βf̄l−2,t+1((ζ −D)∨ 0)

]

+ E
[
c(ζ ∨St)+ (sl − sl−1)(ζ ∨St −D− (ζ ∨St −D)∨ 0)+ βf̄l−1,t+1((ζ ∨St −D)∨ 0)

]
,

where St is defined as in Proposition 2. The expression of f̄0,t(ζ) is explicitly given for any t. Then, f̄1,t(ζ)

can also be obtained explicitly based on the above formula. Based on this logic, we can recursively obtain

the explicit expressions for f̄2,t(ζ), · · · , f̄l−2,t(ζ).

Recall that St = minargminζ

[
(c+ sl − sl+1)ζ + E[(sl+1 − sl)((ζ −D)∨ 0)+ βf̄l−1,t+1((ζ −D)∨ 0)

]
. Then,

the function f̄l−1,t(vl−1,t) can be equivalently expressed as

f̄l−1,t(vl−1,t) =E
[
−cvl−1,t + (sl−1 − sl)(vl−1,t −D− (vl−1,t −D)∨ 0)+ βf̄l−2,t+1((vl−1,t −D)∨ 0)

]

+ (sl+1 − sl−1)(vl−1,t ∨St)− E [(sl − sl−1)D] + E [(sl−1 − sl+1)((vl−1,t ∨St −D)∨ 0)]

+ E
[
(c+ sl − sl+1)(vl−1,t ∨St)+ (sl+1 − sl)((vl−1,t ∨St −D)∨ 0)+ βf̄l−1,t+1((vl−1,t ∨St −D)∨ 0)

]

=E
[
−cvl−1,t + (sl−1 − sl)(vl−1,t − (vl−1,t −D)∨ 0)+ βf̄l−2,t+1((vl−1,t −D)∨ 0)

]

+ (sl+1 − sl−1)(vl−1,t ∨St)+ E [(sl−1 − sl+1)((vl−1,t ∨St −D)∨ 0)]

+ min
vl,t≥vl−1,t

E
[
(c+ sl − sl+1)vl,t + (sl+1 − sl)((vl,t −D)∨ 0)+ βf̄l−1,t+1((vl,t −D)∨ 0)

]
.

Define

Ut(vl−1,t) =E
[
−cvl−1,t + (sl−1 − sl)(vl−1,t − (vl−1,t −D)∨ 0)+ βf̄l−2,t+1((vl−1,t −D)∨ 0)

]
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+ (sl+1 − sl−1)(vl−1,t ∨St)+ E [(sl−1 − sl+1)((vl−1,t ∨St −D)∨ 0)] ,

Vt(vl,t) =E [(c+ sl − sl+1)vl,t + (sl+1 − sl)((vl,t −D)∨ 0)] ,

where Vt(vl,t) is convex in vl,t. Then, f̄l−1,t(vl−1,t) =Ut(vl−1,t)+minvl,t≥vl−1,t

(
Vt(vl,t)+ βf̄l−1,t+1((vl,t −D)∨ 0)

)
,

where the objective function Vt(vl,t)+ βf̄l−1,t+1((vl,t −D)∨ 0) is convex. Further define

f̃l−1,t(vl−1,t) = f̄l−1,t(vl−1,t)−Ut(vl−1,t), t= 1, · · · , T + l+ 1,

which is convex based on Proposition B-4 in Heyman and Sobel (1984). Then, for t= 1, · · · , T + l, we have

f̃l−1,t(vl−1,t) = min
vl,t≥vl−1,t

(
gt(vl,t)+ βE

[
f̃l−1,t+1((vl,t −D)∨ 0)

])

where gt(vl,t) = Vt(vl,t)+ βE [Ut+1((vl,t −D)∨ 0)]. Accordingly, St can be equivalently obtained by

St = minargmin
ζ

(
gt(ζ)+ βE

[
f̃l−1,t+1((ζ −D)∨ 0)

])
.

We also assume that the terminal condition of f̃l−1,T+l+1(ζ) ≡ 0 for any ζ. Note that the expression of gt(vl,t)

is explicitly given and hence

S̃ = minargmin
ζ

gt(ζ)

is independent of t, i.e., S̃ is the global minimizer of gt(ζ) for any t= 1, · · · , T + l.

We then show the optimality of the myopic ordering policy by induction. Let Ht(vl,t) = gt(vl,t) +

βE

[
f̃l−1,t+1((vl,t −D)∨ 0)

]
. Then, f̃l−1,t(vl−1,t) = minvl,t≥vl−1,t

Ht(vl,t). In period T + l, ST+l = S̃. If

vl−1,T+l ≤ S̃, we have f̃l−1,T+l(vl−1,T+l) = gT+l(S̃), i.e., the myopic base stock level S̃ is optimal in period

T + l. Due to the convexity, f̄l−1,T+l(vl−1,T+l) = gT+l(vl−1,T+l ∨ S̃), which is nondecreasing in vl−1,T+l.

Hence, the derivative of f̃l−1,T+l(vl−1,T+l) is

f̃ ′
l−1,T+l(vl−1,T+l) =

{
0, if vl−1,T+l ≤ S̃,

H ′
T+l(vl−1,T+l) ≥ 0, otherwise.

Now suppose that in period t + 1, t = 1, · · · , T + l − 1, f̃ ′
l−1,t+1(vl−1,t+1) = 0 if vl−1,t+1 ≤ S̃ and

f̃ ′
l−1,t+1(vl−1,t+1) =H ′

t+1(vl−1,t+1) ≥ 0 otherwise. It suffices to show that f̃l−1,t(vl−1,t) has the same prop-

erty. Recall the definitions of St and S̃ above. As f̃l−1,t+1(vl−1,t+1) is nondecreasing, we must have St ≤ S̃.

Then, St −D ≤ S̃ and hence f̃ ′
l−1,t+1((St −D) ∨ 0) = 0 must hold based on the inductive assumption. This

implies that if vl−1,t ≤ S̃ in period t, we must have St = S̃ and

f̃l−1,t(vl−1,t) = min
vl,t≥vl−1,t

(
gt(vl,t)+ βE

[
f̃l−1,t+1((vl,t −D)∨ 0)

])
=Ht(S̃).

If vl−1,t > S̃ in period t, then f̃l−1,t(vl−1,t) =Ht(vl−1,t). As Ht(vl−1,t) is convex, we have

f̃ ′
l−1,t(vl−1) =

{
0, if vl−1 ≤ S̃,

H ′
t(vl−1) ≥ 0, otherwise.

We thus have completed the proof and show that a myopic ordering policy with the base stock level S̃ is

optimal.
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Therefore, if the initial inventory level vl−1,1 ≤ S̃ in period 1, we can guarantee that under the optimal

policy vl−1,t ≤ S̃ for every period t= 1, · · · , T + l and hence a myopic ordering policy with the base stock

level S̃ defined above is optimal for the whole planning horizon.

Explanation of The Expediting Costs for the System with Partially Full Expediting.

We explain the total expediting cost in (19) as follows. Based on our definitions of v, v̄ and ui,t’s, v ∨ ui,t

and v̄ ∨ ui,t are the negatively aggregated inventory level (NAIL) of leadtime position i before and after

the fulfillment of class 0 demands at period t, respectively, while v ∨ui+1,t represents the NAIL of leadtime

position i+ 1 before the fulfillment of class 0 demands. Then, v ∨ ui+1,t − v ∨ ui,t is the quantity of the

inventory at leadtime position i at the beginning of period t, while v̄∨ui,t − v∨ui,t indicates the quantity of

the inventory that we expedite from leadtime poistions i, i+ 1, · · · , l+ 1 to fulfill class 0 demands in period

t. Hence, due to the sequentially expediting property, (v̄ ∨ui,t)∧ (v ∨ui+1,t)− v ∨ui,t is the quantity of the

inventory expedited from leadtime position i. For leadtime position l+1, it has a sufficiently large stock and

hence v̄ ∨ ul+1,t − v ∨ul+1,t is the expedited inventory from leadtime position l+ 1 in order to fulfill class 0

demands.

Note that a∨ (x∧ b) = a∨x+ b− b∨x and (x∨ a)∧ (y ∨ b) = y∨ (b∧x) + a∨ (b∧x) − b∧x for x≥ y and

a≤ b. Through some algebra, we have (v̄ ∨ ui,t) ∧ (v ∨ ui+1,t) = v ∨ ui+1,t − v̄ ∨ ui+1,t + ui,t ∨ v̄. Hence, (19)

can be equivalently written as (20).

Proof of Proposition 4.

We show the results by induction. In period T + l+ 1, the result must hold. Suppose that ḡt+1(z, v ∨ ut+1)

is decomposable, we shall show that the property holds in period t as well.

When ḡt+1(z, v ∨ut+1) is decomposable, we have

ḡt+1(z̄, y∨ut+1) = g̃t+1(z̄)+ ḡ0,t+1(y)+

l+1∑

i=1

ḡi,t+1(y ∨ui,t+1)

as v̄≥ u0,t in all periods 1, · · · , T + l+ 1. Let

Rt = minargmin
y

[
s1(y ∨u1,t)+

l+1∑

i=2

(si − si−1)(y ∨ui,t)+ βḡ0,t+1(y)+ β

l+1∑

i=1

ḡi,t+1(y ∨ui,t+1)

]
.

Then, the optimal solution of y in (21), denoted by y∗, shall be y∗ = (v̄∨Rt)∧ z̄. With (18), ĝt(z̄, v̄∨ut) can

be expressed as follows:

ĝt(z̄, v̄ ∨ut)

=s1(y
∗ ∨u1,t)+

l+1∑

i=2

(si − si−1)(y
∗ ∨ui,t)+ βḡt+1(z̄, y

∗ ∨ut+1)

=s1(u1,t ∨ z̄+ u1,t ∨ v̄ ∨Rt − u1,t ∨Rt ∨ z̄)+

l+1∑

i=2

(si − si−1)(ui,t ∨ z̄+ ui,t ∨Rt ∨ v̄

− ui,t ∨Rt ∨ z̄)+ βg̃t+1(z̄)+ βḡ0,t+1(z̄)+ β
l∑

i=1

ḡi,t+1(ui+1,t ∨ z̄)+ βḡl+1,t+1(ul+1,t ∨ z̄)

+ βḡ0,t+1(Rt ∨ v̄)+ β

l∑

i=1

ḡi,t+1(ui+1,t ∨Rt ∨ v̄)+ βḡl+1,t+1(ul+1,t ∨Rt ∨ v̄)
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− βḡ0,t+1(Rt ∨ z̄)− β

l∑

i=1

ḡi,t+1(ui+1,t ∨Rt ∨ z̄)− βḡl+1,t+1(ul+1,t ∨Rt ∨ z̄).

Define

Ĝ1,t(z̄) =s1(u1,t ∨ z̄− u1,t ∨Rt ∨ z̄)+

l+1∑

i=2

(si − si−1)(ui,t ∨ z̄− ui,t ∨Rt ∨ z̄)+ βg̃t+1(z̄)

+ βḡ0,t+1(z̄)+ β
l∑

i=1

ḡi,t+1(ui+1,t ∨ z̄)+ βḡl+1,t+1(ul+1,t ∨ z̄)

− βḡ0,t+1(Rt ∨ z̄)− β

l∑

i=1

ḡi,t+1(ui+1,t ∨Rt ∨ z̄)− βḡl+1,t+1(ul+1,t ∨Rt ∨ z̄),

Ĝ2,t(v̄) =s1(u1,t ∨Rt ∨ v̄)+

l+1∑

i=2

(si − si−1)(ui,t ∨Rt ∨ v̄)

+ βḡ0,t+1(Rt ∨ v̄)+ β

l∑

i=1

ḡi,t+1(ui+1,t ∨Rt ∨ v̄)+ βḡl+1,t+1(ul+1,t ∨Rt ∨ v̄)

so that ĝt(z̄, v̄∨ut) = Ĝ1,t(z̄)+ Ĝ2,t(v̄). Further define

ḡ1,t(v ∨u1,t) = − s1(v ∨u1,t),

ḡi,t(v ∨ui,t) = − (si − si−1)(v ∨ui,t), i= 1, · · · , l+ 1.

Then,

ḡt(z, v∨ut) = g̃t(z)+ ḡ0,t(v)+

l+1∑

i=1

ḡi,t(v ∨ui,t),

where ḡi,t(ζ) for i= 1, · · · , l+ 1 are defined above and



g̃t(z) = E

[
Ĝ1,t(z+D0 +D1)

]
,

ḡ0,t(v) = E

[
Ĝ2,t(v+D0)

]
.

Proof of Proposition 5.

First, we show the convexity of f̄t(v) and ḡt(v̄). f̄T+l+1(v) is clearly convex. Suppose that f̄t+1(v) is convex,

we shall show that ḡt(v̄) and f̄t(v) are convex. In the following, we shall use the conclusion (3.10) on page

84 in Boyd and Vandenberghe (2009), i.e., if f : R
n → R is convex and nondecreasing, then f(x∨y) is convex

in (x, y); and Proposition B-4 in Heyman and Sobel (1984), i.e., if f : R
n → R is a convex function, then

g(x) = miny∈A(x) f(y,x) must be convex as well if A(x) is a convex set.

Let

Gt(y, v̄) =h(y ∨ 0)+ b0(y ∨ 0 − y)+

l∑

i=1

si(v̄i − y∨ v̄i − v̄i−1 + y∨ v̄i−1)+ βf̄t+1(y ∨ v̄1, · · · , y ∨ v̄l)

=(h+ b0)(y ∨ 0)− b0y− s1(v̄0 − y)+

l−1∑

i=1

(si − si+1)(v̄i − y∨ v̄i)+ βf̄t+1(y ∨ v̄1, · · · , y∨ v̄l).

Then, ḡt(v̄) = minv̄0≤y≤v̄l
Gt(y, v̄). Due to Lemma 3 and the convexity of f̄t+1(v), βf̄t+1(y∨ v̄1, · · · , y∨ v̄l)+

(si+1 − si)(y ∨ v̄i) is convex and nondecreasing in (y ∨ v̄i). Moreover, (h + b0)(y ∨ 0) is also convex and
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nondecreasing in y. Hence, Gt(y, v̄) is convex in (y, v̄). Further, due to Proposition B-4 in Heyman and Sobel

(1984), we conclude that ḡt(v̄) is convex in v̄ and accordingly f̄t(v) is convex in v. Hence, the convexity of

each component function of f̄t(v) and ḡt(v̄) must hold. We thus omit the proof for convexity in the following.

Next, we show the decomposition of f̄t(v). In the terminal period T + l+ 1, f̄T+l+1(v) is clearly decom-

posable. Suppose that the decomposition holds in period t+ 1, we shall show that it holds in period t as

well.

Based on the decomposition of f̄t+1(v), i.e., f̄t+1(v) =
∑l−1

i=0 f̄i,t+1(vi),

Gt(y, v̄) =(h+ b0)(y ∨ 0)+ (s1 − b0)y− s1v̄0 +

l−1∑

i=1

(si − si+1)(v̄i − y∨ v̄i)+ β

l∑

i=1

f̄i−1,t+1(y ∨ v̄i),

and ḡt(v̄) = minv̄0≤y≤v̄l
Gt(y, v̄).

Define

Ωi,t(y) =

{
(h+ b0)(y ∨ 0)+ (s1 − b0)y, i= 1,

(h+ b0)(y ∨ 0)+ (s1 − b0)y−
∑i−1

k=1(sk − sk+1)y+ β
∑i−1

k=1 f̄k−1,t+1(y), i= 2, · · · , l.

Then, Ωi,t(y) is the function collecting all the terms depending on y when v̄i−1 ≤ y ≤ v̄i for i = 1, · · · , l

in the expression of Gt(y, v̄). The function Ωi,t(y) is convex in y due to the convexity of f̄k−1,t+1(·) for

k= 1, · · · , l− 1. Let

ri,t = minargmin
y

Ωi,t(y), i= 1, · · · , l.

We then shall show that r1,t ≥ · · · ≥ rl,t. Note that

Ωi+1,t(y)− Ωi,t(y) =

{
(s2 − s1)y+ βf̄0,t+1(y), i= 1,

(si+1 − si)y+ βf̄i−1,t+1(y), i= 2, · · · , l− 1.

Based on Lemma 3, f̄t+1(v) + Θ′

β
v is nondecreasing in v0, · · · , vl−2, where Θ = (s2 − s1, · · · , sl − sl−1,0).

Then, Ωi+1,t(y)− Ωi,t(y) is nondecreasing in y and hence r1,t ≥ · · · ≥ rl,t.

Recall that ri,t is indeed the global minimizer of the function Gt(y, v̄) when v̄i−1 ≤ y≤ v̄i. Hence, within

the range [v̄i−1, v̄i], the minimizer of Gt(y, v̄) shall be (v̄i−1 ∨ ri,t) ∧ v̄i. As r1,t ≥ · · · ≥ rl,t and v̄0 ≤ · · · ≤ v̄l,

the optimal value of y, denoted by Rt, for v̄0 ≤ y≤ v̄l is given below:

Rt =

l∑

i=1

I{v̄i−1≤ri,t<v̄i}ri,t +

l−1∑

i=1

I{ri+1,t<v̄i≤ri,t}v̄i + I{r1,t<v̄0}v̄0 + I{rl,t≥v̄l}v̄l,

and

Gt(Rt, v̄) =

l∑

i=1

I{v̄i−1≤ri,t<v̄i}Gt(ri,t, v̄)+

l−1∑

i=1

I{ri+1,t<v̄i≤ri,t}Gt(v̄i, v̄)+ I{r1,t<v̄0}Gt(v̄0, v̄)+ I{rl,t≥v̄l}Gt(v̄l, v̄).

As
{

(v̄i−1 ∨ ri,t)∧ v̄i = I{v̄i−1≤ri,t<v̄i}ri,t + I{ri,t<v̄i−1}v̄i−1 + I{ri,t≥v̄i}v̄i,

v̄i = I{ri+1,t<v̄i≤ri,t}v̄i + I{v̄i≤ri+1,t}v̄i + I{v̄i>ri,t}v̄i,

the expression of Rt can be equivalently expressed as

Rt =

l∑

i=1

(v̄i−1 ∨ ri,t)∧ v̄i −

l−1∑

i=1

v̄i.
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Accordingly,

ḡt(v̄) =Gt(Rt, v̄) =

l∑

i=1

Gt((v̄i−1 ∨ ri,t)∧ v̄i, v̄)−

l−1∑

i=1

Gt(v̄i, v̄)

=

l−1∑

i=0

Gt(v̄i ∨ ri+1,t, v̄)+Gt(v̄l, v̄)−
l∑

i=1

Gt(ri,t ∨ v̄i, v̄)

Since given any constant r,

Gt(r∨ v̄0, v̄) =(h+ b0)(r∨ v̄0 ∨ 0)+ (s1 − b0)(r∨ v̄0)− s1v̄0 +

l−1∑

k=1

(sk − sk+1)(v̄k − r∨ v̄k)

+ β
l∑

k=1

f̄k−1,t+1(r∨ v̄k),

and for i= 1, · · · , l,

Gt(r∨ v̄i, v̄) =(h+ b0)(r∨ v̄i ∨ 0)+ (s1 − b0)(r∨ v̄i)− s1v̄0 +

i∑

k=1

(sk − sk+1)(v̄k − r∨ v̄i)

+

l−1∑

k=i+1

(sk − sk+1)(v̄k − r∨ v̄k)+ β

i∑

k=1

f̄k−1,t+1(r∨ v̄i)+ β

l∑

k=i+1

f̄k−1,t+1(r∨ v̄k),

the function Gt(r ∨ v̄i, v̄), i = 0, · · · , l, is indeed decomposable and can be expressed as the sum of single-

variable convex functions. So is the function ḡt(v̄), i.e.,

ḡt(v̄) =
l∑

i=0

ḡi,t(v̄i),

where

ḡ0,t(v̄0) =(h+ b0)(r1,t ∨ v̄0 ∨ 0)+ (s1 − b0)(r1,t ∨ v̄0)− s1v̄0,

ḡ1,t(v̄1) =(h+ b0)(r2,t ∨ v̄1 ∨ 0 − r1,t ∨ v̄1 ∨ 0)+ (s2 − b0)(r2,t ∨ v̄1 − r1,t ∨ v̄1)+ (s1 − s2)(v̄1 − r1,t ∨ v̄1)

+ βf̄0,t+1(r2,t ∨ v̄1)

ḡi,t(v̄i) =(h+ b0)(ri+1,t ∨ v̄i ∨ 0 − ri,t ∨ v̄i ∨ 0)+ (si+1 − b0)(ri+1,t ∨ v̄i − ri,t ∨ v̄i)+ (si − si+1)(v̄i − r1,t ∨ v̄i)

+

i∑

k=2

(si − si+1)(rk−1,t ∨ v̄i − rk,t ∨ v̄i)+ β

i∑

k=1

f̄k−1,t+1(ri+1,t ∨ v̄i)− β

i−1∑

k=1

f̄k−1,t+1(ri,t ∨ v̄i),

i= 2, · · · , l− 1,

ḡl,t(v̄l,t) =(h+ b0)(v̄l ∨ 0 − rl,t ∨ v̄l ∨ 0)+ (sl+1 − b0)(v̄l − rl,t ∨ v̄l)+ β

l∑

k=1

f̄k−1,t+1(v̄l)− β

l−1∑

k=1

f̄k−1,t+1(rl,t ∨ v̄l).

With the decomposition of ḡt(v̄),

E[c(vl − vl−1)+ ḡt((v, vl)−De)] = E

[
−cvl−1 +

l−1∑

i=0

ḡi,t(vi −D)

]
+ E [cvl + ḡl,t(vl −D)] .

Define

St = minargminE [cvl + ḡl,t(vl −D)] .

Then, the optimal ordering decision can be described by a base stock policy: It is optimal to order up to

the fixed base stock level St when vl−1 < St and order nothing otherwise. That is v∗
l = vl−1 ∨St. Then, we

conclude that

f̄t(v) =

l−1∑

i=0

f̄i,t(vi),
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where
{
f̄i,t(ζ) = E[ḡi,t(ζ −D)], i= 0, · · · , l− 2,

f̄l−1,t(ζ) = c(ζ ∨St)− cζ+ E[ḡl−1,t(ζ −D)] + E[ḡl,t(ζ ∨St −D)].

The convexity of f̄i,t(·)’s is guaranteed by the convexity of f̄t(v) which we have shown before. We thus have

completed the proof.

Proof of Proposition 6.

As f̄i,t(ζ) = E [ḡi,t(ζ −D)], i= 0, · · · , l−2, based on the expressions of ḡ0,t(ζ), · · · , ḡl,t(ζ) shown in the proof of

Proposition 5, we know that the expressions of f̄0,t(ζ), · · · , f̄l−2,t(ζ) are explicitly given (so are the functions

ḡ0,t(ζ), · · · , ḡl−1,t(ζ)). Then, the rationing levels r1,t, · · · , rl,t can be directly obtained (see the definition of

ri,t in the proof of Proposition 5). Note that demands are assumed to be i.i.d in different periods. The

rationing levels are independent of t and hence can be denoted by r1, · · · , rl.

The function f̄l−1,t(ζ) is expressed as

f̄l−1,t(ζ) = c(ζ ∨St)− cζ+ E [ḡl−1,t(ζ −D)] + E [ḡl,t(ζ ∨St −D)] .

When ζ ≤ St, based on the definition of St, we have

f̄l−1,t(ζ) =Ut(ζ)+ min
vl≥ζ

E [cvl + ḡl,t(vl −D)] ,

where Ut(ζ) = −cζ+ E [ḡl−1,t(ζ −D)], which is explicitly given and convex. Let f̂l−1,t(ζ) = f̄l−1,t(ζ)−Ut(ζ).

Then,

f̂l−1,t(vl−1) = min
vl≥vl−1

(
ĝt(vl)+ βE

[
f̂l−1,t+1(vl −D)

])

where

ĝt(vl) =cvl + E [(h+ b0)((vl −D)∨ 0 − rl ∨ (vl −D)∨ 0)+ (sl+1 − b0)(vl −D− rl ∨ (vl −D))]

+ E

[
β

l−1∑

k=1

f̄k−1,t+1(vl −D)− β

l−1∑

k=1

f̄k−1,t+1(rl ∨ (vl −D))

]
+ βE [Ut+1(vl −D)] .

Clearly, the expression of ĝt(ζ) is explicitly given and keeps the same under different t. Then,

Ŝ = minargmin
ζ

ĝt(ζ)

is independent of t as demands are i.i.d in different periods. Note that in this case St can be equivalently

obtained as St = minargminζ

(
ĝt(ζ)+ βE

[
f̂l−1,t+1(ζ −D)

])
. We assume that the terminal condition is

f̂l−1,T+l+1(ζ) ≡ 0 for any ζ.

Let Ht(vl) = ĝt(vl)+βE

[
f̂l−1,t+1(vl −D)

]
. Then, f̂l−1,t(vl−1) = minvl≥vl−1

Ht(vl). We then show the opti-

mality of the myopic policy by induction. In period T + l, Ŝ = ST+l as f̂l−1,T+l+1(ζ) ≡ 0 and f̂l−1,T+l(vl−1) =

ĝT+l(Ŝ) when vl−1 ≤ Ŝ. Hence,

f̂ ′
l−1,T+l(vl−1) =

{
0, if vl−1 ≤ Ŝ,

H ′
T+l(vl−1) ≥ 0, otherwise.
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Suppose that in period t+ 1 we have f̂ ′
l−1,t+1(vl−1) = 0 if vl−1 ≤ Ŝ and f̂ ′

l−1,t+1(vl−1) =H ′
t+1(vl−1) ≥ 0. It

suffices to show that f̂l−1,t(vl−1) has the same property. Similar to the argument in the proof of Proposition

3, we have that St = Ŝ, f̂ ′
l−1,t(vl−1) = 0 if vl−1 ≤ Ŝ and f̂ ′

l−1,t(vl−1) =H ′
t(vl−1) ≥ 0. We thus have completed

the inductive proof.

In summary, if the initial inventory level vl−1,1 ≤ Ŝ in period 1, a myopic policy with the base stock level

Ŝ defined above is optimal for the system with one demand class.
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Appendix B

In this appendix, we briefly discuss how we can extend our results to other settings, in particular the

serial systems. For simplicity, we can consider systems without expediting, but the results can be extended

to systems with expediting by similar arguments.

Systems with Convex Backordering Costs

So far, we assume that the backordering costs are linear, which is a common assumption in the existing

literature. In some cases, if the buyers have fill rate requirements, then the backordering costs might be

convex. Specifically, we assume that the backordering cost for demand class j is b̂j(wj), where b̂j is an

increasing convex function of wj . Assume that b̂j is differentiable and the derivative of b̂i is denoted by b̂′
j .

Moreover, we assume that limw→∞ b̂′
j(w) ≥ limw→0 b̂

′
k(w) for any k > j, i.e. the marginal backordering cost

for a high demand class should be no less than that of a low demand class. For this case, we still use the same

state transformation as in (3) and (4). By a similar argument as in Lemma 2, we can show that it is optimal

to fulfill demands with high marginal backordering costs first. Note that given z, then the corresponding

backordering cost is given by

b̂(z) =

n∑

j=1

b̂j(zj − zj+1)+ b̂n(−zn).

Note that since each b̂j is a convex function, then it follows that the above function p̂ is L♮-convex since

b̂(z − ηe) =

n∑

j=1

b̂j(zj − zj+1)+ b̂n(−zn + η).

is submodular in (z, η).

Hence, by the same argument as in Lemma 5, we can show that the corresponding value functions under

convex backordering costs are still L♮-convex. As a result, we can still show that Theorems 1 and 2 hold for

the case with convex backordering costs as well.

Markov Modulated Demands

In this section, we show how we can extend our results to Markov modulated demands. There is a Markov

chain ωt, called the world as in Zipkin (2008). The distributions of demands of different classes in period

t depend on the current world state ωt. Let ω+ be the world in the next state given current state ω. The

dynamic recursion is given as follows:

ft(ω,w,x) = min
xl≥0

E[cxl + gt(ω,w + D,x, xl)],

and

gt(ω, w̄, x̄) = min
w̄i≥ai≥0,i=0,··· ,n,

∑
n
i=0

ai≤x0

[
n∑

i=0

bi(w̄i − ai)+ h(x0 −
n∑

i=0

ai)

+ ft+1(w+, w̄0 − a0, · · · , w̄n − an, x0 + x1 −
n∑

i=0

ai, x2, · · · , xl). (28)

We let fT+l+1(ω,w,x) ≡ 0. Notice that the only difference is now that the value function also depends on

ω, but since ω is exogenous, we can still carry out the same structural analysis.
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Systems with Fixed Ordering Intervals

In many cases, ordering may happen less frequently than inventory allocation since once there are demand

realizations, the system manager must make the inventory allocation decisions. But most of our results still

hold for this case. Since if there is no ordering opportunity for one period, we can set y∗
t = vl−1,t, which

would not affect our results (i.e., the L♮-convexity).

Stochastic Sequential Leadtimes

In this subsection we use the sequential leadtime model in Kaplan (1970) as in Zipkin (2008): at each period

t, we observe the realization of a nonnegative random variable Kt and all orders that have been outstanding

Kt or more periods arrive in period t. For simplicity, we assume that Kt are i.i.d. and 1 ≤Kt ≤ l. Suppose

that we use x to describe the system state. Then x0 is still the on-hand inventory level. But xi denotes the

order placed l− i periods ago if that order has not arrived yet; certainly, if that order has arrived then xl = 0.

Again, as in Zipkin (2008), given state x0,t and the pipeline inventory xi,t, i= 1, · · · , l− 1 and an ordering

quantity q, the pipeline inventory state in the next period can be given by

x+ =






(x0 + x1, x2, · · · , xl−1, q) Kt = l,

(x0 + x1 + x2,0, x3, · · · , xl−1, q) Kt = l− 1,

· · · · · ·

(x0 + x1 + · · ·+ xl−1,0, · · · ,0, q) Kt = 2,

(x0 + x1 + · · ·+ xl−1 + q,0, · · · ,0,0) Kt = 1.

Let vi =
∑i

k=0 xk + z0 and vl = vl−1 + q, and also define Dn =
∑n

k=0Dk. The pipeline inventory positions in

the next period are

v+ =





(v1 −Dn, v2 −Dn, · · · , vl−1 −Dn, vl −Dn) Kt = l,

(v2 −Dn, v2 −Dn, v3 −Dn, · · · , vl−1 −Dn, vl −Dn) Kt = l− 1,

· · · · · ·

(vl−1 −Dn, vl−1 −Dn, · · · , vl−1 −Dn, vl −Dn) Kt = 2,

(vl −Dn, vl −Dn, · · · , vl −Dn, vl −Dn) Kt = 1.

Then the dynamic recursion for f̂t is given as

f̂t(z,v) = min
vl≥vl−1

E{c(vl − vl−1) (29)

+P (Kt = l)ĝt(zn −Dn, · · · , z0 −

n∑

k=0

Dk, v1 −

n∑

k=0

Dk, · · · , vl −

n∑

k=0

Dk)

+P (Kt = l− 1)ĝt(zn −Dn, · · · , z0 −

n∑

k=0

Dk, v2 −

n∑

k=0

Dk, v2 −

n∑

k=0

Dk,

v3 −
n∑

k=0

Dk, · · · , vl−1 −
n∑

k=0

Dk, vl −
n∑

k=0

Dk)

· · ·

+P (Kt = 2)ĝt(zn −Dn, · · · , z0 −

n∑

k=0

Dk, vl−1 −

n∑

k=0

Dk, · · · , vl−1 −

n∑

k=0

Dk, vl −

n∑

k=0

Dk)

+P (Kt = 1)ĝt(zn −Dn, · · · , z0 −

n∑

k=0

Dk, vl −

n∑

k=0

Dk, · · · , vl −

n∑

k=0

Dk, vl −

n∑

k=0

Dk)},

and ĝt is the same as before. Assuming f̂t+1 is L♮-convex, then every term here is also L♮-convex, and

therefore so is the overall objective. Thus, the results of §4 remain to be valid.
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Multiechelon Inventory Systems

We consider a serial system that consists of N > 1 stages (or echelons), indexed by i= 1, · · · ,N . All demands

are met by the inventory of stage 1. Stage i replenishes the inventory from its immediate upstream stage

i+ 1 for i= 1, · · · ,N − 1, and stage N orders from an outside supplier with infinite supply. Without loss of

generality, we assume that the leadtime from one stage to its immediate downstream stage is one period.

Note that the leadtime is more than one, we can add a dummy stage for each leadtime period. We treat

all outstanding orders as inventories at dummy stages. The function of each dummy stage is to ship all its

inventory to the immediate downstream stage.

At the beginning of each period, we decide on the ordering quantity at each stage simultaneously before

demand realization, while the inventory allocation decision is made afterwards. We assume that the ordering

costs are linear and that there is no capacity limit at any stage. However, the inventory level in each upstream

stage limits how much can be ordered from a downstream stage. Unfulfilled demands of all classes at stage

1 are fully backlogged. The objective is to minimize the total discounted cost by optimizing over inventory

ordering decisions across stages and the inventory allocation decision at stage 1 over a finite horizon with T

periods.

We use the following notation:

xi = the inventory level at stage i after receiving deliveries at the beginning of each period;

qi = the order quantity by stage i such that qi ∈ [0, xi+1] for i <N , qN ≥ 0;

ci = the unit ordering cost at stage i;

hi= the unit holding cost at stage i.

We still use the same notion for the backorders of different demand classes and inventory allocation as in §4.

The state of the system is a (n + N + 1)-dimension vector (w,x), where w = (w0, · · · ,wn) and x =

(x1, · · · , xN ), which represents the system state at the beginning of each period after receiving deliveries. Let

q = (q1, · · · , qN ) be the vector of ordering quantities from stages 1 to N and a = (a0, · · · , an) be the vector

of allocation quantities to demand classes 0, · · · , n. After the ordering decision, the state before demand

realization transits to

x+ = (x1 + q1, x2 − q2 + q1, · · · , xi + qi − qi−1, · · · , xN−1 + qN−1 − qN−2, xN + qN − qN−1).

Remark 3. Note that before demand realization, we do not receive the orders yet. However, in order

to describe the ordering decision, we have to use the above dynamics. We can view these as the fictitious

dynamics. The above dynamics would not change our cost since the same orders would be received at the

beginning of the next period and the inventory cost in the current period is independent of the ordering

quantities (See (19) and (20)).

Let a be the allocation policy such that 0 ≤ aj ≤ wj +Dj, j = 0, · · · , n and
∑n

j=0 aj ≤ x1, the backorder

quantity in the next period is given by

w+ = (w0 +D0 − a0, · · · ,wn +Dn − an),
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and the inventory state in the next period transits to

x++ = (x1 + q1 −

n∑

j=0

aj, x2 + q2 − q1, · · · , xi + qi − qi−1, · · · , xN + qN − qN−1).

Let A(x) = {q|0 ≤ qi ≤ xi+1, i= 1, · · · ,N − 1, qN ≥ 0} be the feasible region. The dynamic recursion can

be written as follows:

f̃t(w,x) = min
q∈A(x)

E[

N∑

i=1

ciqi + g̃t(w0 +D0,w1 +D1, · · · ,wn +Dn,x+)], (30)

and

g̃t(w0 +D0, · · · ,wn +Dn,x+) (31)

= min
wj+Dj≥aj≥0,j=0,··· ,n,

∑
n
j=0

aj≤x1

[
n∑

j=0

bj(wj +Dj − aj)+ h1(x1 −

n∑

j=0

aj)+

N∑

i=2

hixi + βf̃t+1(w+,x++)

]
.

We let f̃T+l+1(w,x) ≡ 0.

Based on a similar argument as in Lemma 2, we are able to show that it is always optimal to fulfill a

higher class demand first.

Next, we define zj = −
∑n

k=j wk, j = 0, · · · , n, vi =
∑i

k=1 xk +z0, i= 1, · · · ,N . Let yi = vi + qi be the order-

up-to decision at stage i, i= 1, · · · ,N . The the feasible region for the inventory ordering decision is given

by

A(v) = {y|vi ≤ yi ≤ vi+1, i= 1, · · · ,N − 1, yN ≥ vN}.

Then the dynamics of v after the ordering decision but before demand realization is given by (y1, · · · , yN ).

Given the current state (z,v) and the allocation policy a, in the next period the state transits to

zj+ =zj −

n∑

k=j

(wk +Dk − ak).

Similar to the single stage model, the validity of the above transformation is due to the optimality of the

priority fulfillment policy.

Under the state (z,v), we can rewrite the dynamic recursion:

f̄t(zn, · · · , z0, v1, v2, · · · , vN ) (32)

= min
y∈A(v)

E[

N∑

i=1

ci(yi − vi)+ ḡt(zn +Dn, · · · , z0 +

n∑

k=0

Dk, y1 −

n∑

k=0

Dk, · · · , yN −

n∑

k=0

Dk)],

and ḡt is defined as follows:

ḡt(z̄n, · · · , z̄0, ȳ1, · · · , ȳN ) = min
j=0,··· ,n

Fj,t(z̄n, · · · , z̄0, ȳ1, · · · , ȳn). (33)

where z̄j = zj +
∑n

k=j Dk for j = 0, · · · , n, ȳi = yi −
∑n

k=0Dk for i= 1, · · · ,N , and

Fj,t(z̄n, · · · , z̄0, ȳ1, · · · , ȳn) (34)

= min
z̄j≤uj≤min{z̄j+1,ȳ1}

[
N∑

k=2

hk(ȳk − ȳk−1)+ h1(ȳ1 − uj)+

n∑

k=j+1

b̂kz̄k + bjuj
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f̄t+1(z̄n, · · · , z̄j+1,

j+1︷ ︸︸ ︷
uj, · · · , uj, ȳ1, · · · , ȳN)


 .

Similarly, we define f̄T+l+1(z,y) ≡ 0.

The formulations in (32) and (33) are similar to the formulations in (7) and (8) in the main body, respec-

tively. In order to describe the optimal inventory allocation policy, given the realized demand (D0, · · · ,Dn), we

define (z̄, ȳ) = (z̄n, · · · , z̄0, ȳ1, · · · , ȳN) and (w̄, x̄) = (w0+D0, · · · ,wn +Dn, x1+q1, · · · , xi +qi−qi−1, · · · , xN +

qN − qN−1).

Let y∗
i,t(z,v), i = 1, · · · ,N and u∗

j,t(z̄, ȳ), j = 1, · · · ,N be the least optimal solutions of the dynamic

programs in (32) and (33), respectively, and q∗
i,t(z,v) be the optimal ordering quantity that corresponds to

y∗
i,t(z,v), i.e., q∗

i,t(z,v) = y∗
i,t(z,v)− vl−1. Also, we let q∗

i,t(w,x) = q∗
i,t(z,v), and a∗

j,t(w̄, x̄) = a∗
j,t(z̄, ȳ).

Next, we show various monotone properties of the optimal policy based on L♮-convexity.

Theorem 4. f̄t, ḡt are L♮-convex for all t. Moreover, for δ > 0, the following results hold:

(1) For i= 1, · · · ,N , y∗
i,t(z,v) is nondecreasing in (z,v) and

−δ≤q∗
i,t(w,x+ δei)− q∗

i,t(w,x) ≤ q∗
i,t(w,x+ δei−1)− q∗

i,t(w,x) ≤ · · · ≤ q∗
i,t(w,x+ δe1)− q∗

i,t(w,x)

=q∗
i,t(w,x)− q∗

i,t(w + δe1,x) ≤ q∗
i,t(w,x)− q∗

i,t(w + δe2,x) ≤ · · · ≤ q∗
i,t(w,x)− q∗

i,t(w + δen+1,x) ≤ 0,

0 ≤q∗
i,t(w,x+ δeN )− q∗

i,t(w,x) ≤ q∗
i,t(w,x+ δeN−1)− q∗

i,t(w,x) ≤ · · · ≤ q∗
i,t(w,x+ δei+1)− q∗

i,t(w,x).

(2) for j = 0, · · · , n

− δ≤ a∗
j,t(w̄ + δej , x̄)− a∗

j,t(w̄, x̄) = · · · = a∗
j,t(w̄ + δe1, x̄)− a∗

j,t(w̄, x̄) ≤ 0

δ≥ a∗
j,t(w̄ + δej+1, x̄)− a∗

j,t(w̄, x̄) ≥ · · · ≥ a∗
j,t(w̄ + δen+1, x̄)− a∗

j,t(w̄, x̄) ≥ 0,

δ≥ a∗
j,t(w̄, x̄+ δe1)− a∗

j,t(w̄, x̄) ≥ · · · ≥ a∗
j,t(w̄, x̄+ δeN )− a∗

jt(w̄, x̄) ≥ 0.

The theorem shows that the optimal ordering quantity at any stage j is non-increasing in the net inventory

level at any downstream stage k ≤ j and increasing in the net inventory level at any upstream stage j < k.

All of the sensitivities are bounded by 1. Moreover, the sensitivity of the optimal ordering quantity at any

stage j to the net inventory level at a downstream stage is greater than that at a further downstream stage.

The rest of the properties are similar to those in Theorem 2.

A Sketch of Proof for Theorem 4

Based on a similar argument as in Theorem 1, we can show that f̄t(z,v) and ḡt(z,v) are L♮-convex since

A(v) is a sublattice.

From Lemma 5 (c), we know that y∗
i,t(z,v) is nondecreasing in (z,v) and satisfies

y∗
i,t(z,v) ≤ y∗

i,t(z + δe,v + δe) ≤ y∗
i,t(z,v)+ δ.

Since y∗
i,t(z,v) = q∗

i,t(z,v)+ vi, the above analysis implies that q∗
i,t(z,v) is nondecreasing in vk, k 6= i and z.

Moreover,

q∗
i,t(z,v + δei) = y∗

i,t(z,v + δei)− δ− vi ≥ y∗
i,t(z,v)− δ− vi = q∗

i,t(z,v)− δ.
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Hence, we have q∗
i,t(z + δe,v + δe) ≥ q∗

i,t(z,v + δe) ≥ q∗
i,t(z,v + δei) ≥ q∗

i,t(z,v)− δ. Finally, y∗
i,t(z + δe,v +

δe) ≤ y∗
i,t(z,v)+ δ implies that

q∗
i,t(z + δe,v + δe) = y∗

i,t(z + δe,z + δe)− δ− vi ≤ y∗
i,t(z,v)− vi = q∗

i,t(z,v).

In summary, we have

0 ≤ q∗
i,t(z,v + δek)− q∗

i,t(z,v) ≤ δ, k 6= j,

−δ≤ q∗
i,t(z,v + δei)− q∗

i,t(z,v) ≤ 0,

−δ≤ q∗
i,t(z,v + δe)− q∗

i,t(z,v) ≤ 0.

If we translate these inequalities into the original state, we have

−δ≤q∗
i,t(w,x+ δei)− q∗

i,t(w,x) ≤ q∗
i,t(w,x + δei−1)− q∗

j,t(w,x) ≤ · · · ≤ q∗
i,t(w,x+ δe1)− q∗

i,t(w,x),

0 ≤q∗
i,t(w,x+ δeN )− q∗

i,t(w,x) ≤ q∗
i,t(w,x + δeN−1)− q∗

i,t(w,x) ≤ · · · ≤ q∗
i,t(w,x + δei+1)− q∗

i,t(w,x).

The rest of the proof can be accomplished by a similar argument as in Theorems 1 and 2.
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